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Abstract 
The current work investigates the theoretical behaviour of a CLC operated packed bed reactor for the 

combustion of syngas from coal gasification plant with Fe2O3 (Hematite) as oxygen carrier material. The 

simulation was performed for the I-D transient model of the packed bed reactor for oxidation and reduction 

cycle. The system is composed of two cycles, oxidation and reduction, whereas the flue gas from the reduction 

cycle contains CO2 and H2O and the flue gas from the oxidation cycle contains only N2 and some un-reacted 

O2. Thus, CO2 and H2O are inherently separated from the rest of the flue gases, and no major energy is required 

for this separation. Three different options were considered for the study as the base cases depending upon the 

weight fraction of Fe2O3, temperature of the feed gas and bed and flow direction of the feed gas for the 

succeeding cycle. One reactor is used with switching the feed gas over air or syngas for the oxidation and 

reduction cycles, respectively. The results showed that reverse flow CLC process achieves the maximum 

efficiency producing high temperature exit gas stream during the oxidation and the reduction cycles with no 

fuel slip. 

Keywords: Chemical looping combustion (CLC); packed bed reactor; modelling and simulation; syngas; 

hematite. 

1 INTRODUCTION 
CO2 is the most prevalent greenhouse gas which is 

the main contributor to global warming. Power 

generation via fossil fuel combustion with effective 

CO2 capture appears to become a key contributor 

to the energy supply in the foreseeable future. Most 

of CO2 capture technologies have high energy 

penalty for the separation of CO2 from the rest of 

the flue gas components, which will result in a 

price of the energy because of the cost for CO2 

capture [1, 2]. Chemical-looping combustion 

for fossil fuel combustion, with inherent capture of 

CO2. The produced gases, CO2 and H2O, leave the 

system as a separate stream from the exit of the fuel 

reactor. The H2O can easily be removed by 

condensation and pure CO2 is obtained. As a result, 

the requirement of CO2 separation from flue gases, 

a major cost for CO2 capture, is circumvented [3, 

4]. 

To develop this promising technology for CO2 

capture at larger scale, further theoretical research 

work is needed. Both the development of adequate 

oxygen-carrier and an increased theoretical 

understanding of the behavior of this phenomenon 

in a continuous reactor system are necessary for the 

scale up of the process. 

CLC process, conventionally, is operated in 

fluidized bed reactor but large pressure drop, 

problems associated in solid gas separation make 

the packed bed reactor a better alternative, in 

particular, for extremely high pressure (20-25 bar) 

and temperature (1100-12000C) processes [5].  

2 MATERIALS AND METHODS 
The CLC operated process in packed bed reactor 

(PBR) system is composed of two cycles, oxidation 

reduction cycle contains CO2 and H2O and the flue 

gas from the oxidation cycle contains only N2 and 

2 2 2

inherently separated from the rest of the flue gases, 

and no major energy is burned up for this 

separation. Thus only one reactor is used where the 

solid particles are stationary with the alternate 

switching of the feed gas e.g. air over to syngas and 

vice versa. PBR is packed with catalyst as an active 

metal oxide and an inert support/binder. Hematite 

(Fe2O3) and TiO2 are the oxygen carrier material 

(catalyst) and the inert material, respectively [6, 7].  

 

Theoretical model approach of the packed bed 

reactor (PBR) is based on the transient analysis of 

temperature of the reacting gas and concentration 

changes of the solid catalyst material and reacting 

gases along the length of the reactor. Theoretical 

model has been described in detail in previous  

(CLC) is an emerging and promising technology some unreacted O . Thus, CO  and H O are 

lower overall efficiency and in an increase in the and reduction Fig-1, where the flue gas from  

1
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studies [8, 9]. Model was run in Borland Delphi. 

Typical syngas composition is described in Table 

1. Table 2 enlists the target variables simulation 

parameters for 1-D transient model simulation. 

3 RESULTS AND DISCUSSION 

3.1 Oxidation cycle 
1-D transient model of CLC packed bed reactor is 

capable to simulate and predict the instantaneous 

temperature profile along the axis of the reactor 

which is useful in determining the maximum 

temperature change within the reactor and cycle 

time of the respective cycle. For example, consider 

the Figure 2 where simulation was run in oxidation 

mode. Bed temperature in options 1, 2 and 3 was 

kept constant at 132 0C, 450 0C and 750 0C, 

respectively. It can be observed that the maximum 

temperature reaches at the exit of the reactor at a 

certain time depending upon the weight fraction of 

active content of Fe2O3. Total cycle time during an 

oxidation cycle is distributed into three different 

time duration zones; 

∆t1 = time during which exit (reactor) air stream 

reaches the maximum temperature. 

∆t2 = time during which exit air stream remains at 

maximum temperature. 

∆t3 = time during which exit air stream temperature 

drops from maximum temperature to a stead state 

bed temperature. 

These time zones are of great importance while 

analyzing the different options in the contest of 

cycle efficiency. As high temperature exit stream 

will be used for power generation, the oxidation 

cycle with longer ∆t2 is favored for the CLC 

process. Therefore, high temperature of the bed and 

the feed gas guarantees the shorter ∆t1 and longer 

Species Volume % 

CO 60.5 

H2 21.9 

CO2 2.7 

H2O 0.3 

N2 14.6 

Base case 

simulation 
Feed temperature, Tfeed (

0C) Bed temperature, Tfeed (
0C) 

Flow direction of 

feed gas during 

consecutive cycle 

Option 

number  

Oxidation 

cycle 

Reduction 

cycle 

Oxidation 

cycle 

Reduction 

cycle 
 

Op 1.1 450 132 132  
Previous cycle 

profile 
Reverse flow  

Op 2.1 450 132 450 
Previous cycle 

profile 
Parallel flow 

Op 2.2 450 132 450 
Previous cycle 

profile 
Reverse flow 

Op 2.3 450 450 450  
Previous cycle 

profile 
Parallel flow 

Op 2.4 450 450 450 
Previous cycle 

profile 
Reverse flow 

Op 2.5 450 750 450 
Previous cycle 

profile 
Parallel flow 

Figure 1: Schematic diagram of CLC operated 

packed bed reactor, (a) same direction flow, (b) 

reverse flow. 

Table 2: Base cases for 1-D transient reactor 

Table 1: Syngas Composition 

Air

N2/O2CO/H2

CO2/H2O

FeO/Fe2O3

+

TiO2

Air

N2/O2

CO/H2

CO2/H2O

(b)(a)

FeO/Fe2O3

+

TiO2

2



Proceedings of FIMEC, 9-10 May 2015, Karachi, Pakistan 

∆t2. On the other hand ∆t3 is also of great 

significance as the gas stream during this time at 

that temperature can be flushed back into the 

reactor to keep the bed at relatively high 

temperature for the succeeding reduction cycle or 

the bed profile at this position of time and length of 

the reactor can be used for the succeeding cycle 

either the feed gas is introduced in the same 

direction or in opposite direction to that of the 

preceding cycle. The current study is based on the 

later phenomenon. It is, therefore, inferred from the 

Figure 2 that high temperature stream at the exit of 

the air reactor is achieved in less time and remains 

at that temperature for longer time. Furthermore, 

less quantity of Fe2O3 is needed if bed is heated 

initially to high temperature. The only 

disadvantage is the heat penalty by keeping the bed 

and feed gas at high temperature.  

3.2 Reduction cycle 
The study of theoretical behavior of the reduction 

cycle is equally important to investigate the 

temperature change, cycle time, fuel slip and the 

pressure drop for the design of reactor. It is found 

from the thermodynamic investigation that 

reduction reaction of syngas with hematite is 

exothermic as a dynamic change in temperature can 

be observed. Furthermore, temperature change is 

improved with the increase of hematite, initial feed 

(syngas) temperature and feed flow rate. 

Simulation is run for the fuel reactor under various 

operating and design parameters. The graphical 

representation of how temperature of the exit gas 

changes dynamically for the first reduction cycle is 

shown in Figures 3.  It is noted that for each option, 

the bed profile of the preceding cycle of oxidation 

is utilized for the reduction cycle. It is observed that 

for those reduction options, exit gas stream remains 

at high temperature for certain time duration if 

reduction cycle is operated counter currently. In 

fact, by reverse flow, the feed gas takes in the heat 

of bed throughout the length of the reactor before 

the bed cools back to feed gas inlet temperature. 

Like the oxidation cycle, this high temperature gas 
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Figure 2: Transient temperature profile; Oxidation first cycle, Tbed = 1320C for Op1, 4500C for Op2, 

7500C for Op3. 
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stream can also be used for to run the steam turbine 

for power generation.  

The dashed lines in Figure 3 denote the unfeasible 

options which provide insufficient heat for the 

syngas to be reduced with hematite.  

4 CONCLUSIONS AND OUTLOOK 
A numerical 1-D transient model of dynamically 

operated packed bed reactor was analyzed for the 

reactor performance at high operating and design 

parameters. The temperature profile for the 

different options was investigated to meet the 

target objectives. It was found that the amount of 

Fe2O3 (hematite) distributed in the bed is used to 

control the temperature of exit gas stream, in 

particularly from air reactor. Thus a correct amount 

of hematite should be selected for the first cycle at 

the start of the process. Cycle time is important 

since shorter cycle time might give less bed 

breading and less critical reduction of the material 

but also much better conversion of the syngas to 

steam and CO2. For the same direction flow the 

feed air during all the oxidation cycle should be 

heated to 750 0C thus the bed remains at 750 0C at 

the end of oxidation cycle and start of the next 

reduction cycle.  
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OFF-GRID ELECTRICITY PRODUCTION FOR SCHOOLS WITH HYBRID 
SYSTEM IN THE COASTAL REGION OF SINDH-PAKISTAN 

A. Khalid1,*, A.A. Ahmed1, and S.A. Raza1 
1Mechanical Engineering Department, NED University of Engineering & Technology, Karachi, Pakistan 

 
*Corresponding author.  E-mail address:  akhalid@neduet.edu.pk (A. Khalid) 

Abstract 
Renewable energy technologies have become competitive with traditional power generation techniques. Solar 

and wind resources of Sindh are suitable for meeting the power needs of schools located in the coastal areas 

if PV and wind hybrid systems are employed. This study analyzes an off-grid or stand-alone PV-wind hybrid 

system for meeting electric load of a representative school. HOMER renewable energy optimization software 

was utilized to size the most cost effective system. The result of this analysis demonstrated that cost of 

electricity from proposed system is USD 0.27/kWh while cost of diesel-generated electricity is USD 

0.31/kWh. Other benefits of the PV-wind hybrid system are independence from utility price fluctuation and 

positive environmental impact. 

Keywords: PV-Wind Hybrid system; renewable energy; schools 

1 INTRODUCTION 
The current energy crisis in Pakistan is upsetting 

economic, political and social aspects of the 

society. Educational institutions in the rural areas 

are particularly affected by electric power crisis. A 

significant number of schools in Sindh are without 

electricity and those that have electricity suffer 

from frequent power outages. Renewable energy 

technologies such as wind and photovoltaic can 

meet major part of the electricity needs of schools. 

Electricity generated from renewable technologies 

is becoming cheaper due to dropping prices of 

photovoltaic and wind systems. On the other hand, 

the price of electricity generated from diesel or 

furnace oil is high.  

This situation offers an opportunity to explore 

alternatives such as renewable energy technology 

for the generation of electric power. Condition is 

now encouraging in Sindh province, which has best 

wind and solar resources in Pakistan to adopt 

renewable energy technology to meet its electricity 

needs. PV electric generation is the most preferred 

renewable distributed generation system in 

Pakistan for small-scale users and wind energy is 

suitable in the coastal areas of Pakistan where 

several large wind farms have already been 

installed.   

Once renewable energy technology becomes 

successful in schools the way will be clear for its 

large-scale adoption in other sectors of the society. 

A substantial penetration of renewable energy 

sources in the national power system would reduce 

CO2 emissions significantly, contributing to the 

reduction of global warming [1]. It will also reduce 

our dependence on expensive imported oil and gas, 

which is used to generate electric power in thermal 

power plants.  

An alternative option to renewable energy for 

school power generation is using small diesel 

generating sets. Although the price of diesel has 

dropped considerably in recent months, 

nonetheless, the cost of generation of electricity 

with diesel generating sets is still about USD 

0.31/kWh. Transportation of diesel for power 

generation also costs money and theft of diesel is 

another problem. These issues are absent in the 

case of proposed hybrid power systems that do not 

require any fuel.   

Low initial cost makes a grid connected PV system 

very suitable for consumers who are connected to 

utility. A grid connected PV system uses grid for 

exporting and importing of electricity when surplus 

power is available or when shortage occurs. On the 

other hand, for users who are not connected to local 

electric grid, the stand-alone or off-grid systems are 

more suitable. Off-grid system requires batteries to 

Figure 1. Monthly electric load of a typical school 

6
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supply electricity during the time when solar PV 

and wind energy are not available. For 

development of renewable energy sources, PV and 

wind power play a major role in hybrid systems that 

produce electricity intermittently [2].  

A recent survey by Government of Sindh showed 

that quality and quantity of electric power is not 

ideal. Many schools in the coastal areas are 

connected to grid however, a significant number of 

schools have no electric connections. The stand-

alone PV-wind hybrid system equipped with 

batteries for storage has the potential to meet 

electric power needs of such schools. The electrical 

load of a typical school is shown in Figure 1. The 

graph clearly shows low electricity consumption in 

summer vacations during June and July. Low 

electricity consumption in winter is attributable to 

no use of classrooms and office fans. 

The very good solar radiation intensity in this 

province will help produce more electricity. The 

fortuitiuos condition of load and supply being in 

phase ensures that electricity is available for use in 

schools when it is needed. Schools and other users 

can employ wind turbine for power generation in 

the Wind-Energy-Corridor to augment PV system. 

Fortunately, the afternoon strong sea breeze 

blowing from the sea to land will start producing 

power as the sun sets in the west and the PV power 

drops. 

This study was undertaken to show the feasibility 

of a hybrid PV-wind energy system for the schools 

of Sindh. This optimization analysis was carried 

out for local weather conditions to get an accurate 

quantitative estimate of stand-alone energy systems 

that can meet the power needs of schools during 

teaching hours. It is demonstrated through this 

study that renewable energy generated from PV-

wind hybrid system costs less than the electricity 

produced from diesel power generators. 

2 METHODOLOGY 
Several design and optimization software are 

available to meet various needs of investigators in 

the area of renewable energy. Because of its ease of 

use, HOMER was employed in the present study to 

determine the optimum system configuration and 

to determine the technical and economic viability 

of hybrid PV-wind power systems for schools in 

coastal areas of Sindh. HOMER was developed by 

National Renewable Energy Laboratory (NREL) of 

USA. It is user-friendly software that is suitable for 

microgrid optimization for all sectors, from village 

power and island utilities to grid-connected 

campuses and military bases [3]. Homer is widely 

employed by designers, planners and researchers 

for the optimization of renewable energy projects 

[4, 5]. 

Precise knowledge of climatic data of the locality 

where PV-wind system is to be installed is essential 

for HOMER to estimate the electric power 

generation capacity of a solar PV plant. Solar data 

for this project was acquired from NASA website 

and wind data was obtained from Alternate Energy 

Development Board (AEDB) of Pakistan [6]. 

Gharo city (24 N, 67E), which is one of the many 

towns located in the Wind-Energy-Corridor of 

Sindh province, was chosen for this study, Gharo 

receives decent solar radiation throughout the year 

its wind energy resource is also amongst the best in 

the country. The wind energy potential of Pakistan 

is shown in Figure 2. 

A PV-wind hybrid system consists of PV array, 

wind turbine, inverter, battery bank, cables, 

different kind of switches and safety devices. A 

brief description of important components of the 

PV-wind hybrid system is given here. 

PV modules are very suitable for electricity 

generation in Sindh due to high solar radiation 

intensity. Good quality imported mono-crystalline 

and poly-crystalline PV modules are available in 

local market at about PKR 60 per peak-watt. This 

price is very attractive for large-scale use. The 

modules can be safely installed on the roof of 

schools where shading of solar radiation is 

anticipated to be minimal. Electricity production 

with wind turbines is feasible in Sindh coastal 

areas. Small-scale wind turbines of about 1 kW are 

sufficient to meet the demands of schools. Wind 

turbines cost more than PV modules on per watt 

bases. For this study Whisper 1kW wind turbine 

was chosen for the simulation. 

Batteries are required for several reasons such as 

reducing fluctuations in load and electricity 

Figure 2. Wind energy potential of Pakistan [6] 
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generation, improving the hybrid system efficiency 

of operation and providing security for the energy 

supply. However, battery is an expensive 

component [6]. For this study Trojan T-105 battery 

was selected from HOMER components library. 

Inverter is an important component of the 

renewable energy system that converts direct 

current (DC) power coming from PV array, wind 

turbine and batteries into alternating current (AC) 

power for use in the schools. A generic inverter was 

selected from HOMER library of components for 

this simulation. These renewable energy system 

variables were provided to HOMER along with 

solar radiation and wind speed data of the region as 

system inputs. 

3 RESULTS AND DISCUSSIONS 
 HOMER simulation project arrangement is given 

below in Figure 3. The hybrid system consists of 

PV array, 1 kW SW Whisper wind turbine, Trojan 

T-105 battery bank, generic inverter and 17 

kWh/day electric loads. 

Optimization by HOMER yielded a hybrid PV-

wind system of following specifications: PV array 

of 3.4 kW rated power, wind turbine SW Whisper 

200 of 1.0 kW rated power, eight Trojan T-105 

batteries and inverter of 3.4 kW rated power. The 

hybrid system’s levelized cost of electricity came 

out to be USD 0.27/kWh. HOMER output for the 

important system parameters is given in Table 1. 

The hybrid system will produce about 10,189 kWh 

of electricity every year and some excess electricity 

will also be available. 

The monthly production of electricity from PV and 

wind system is given in Figures 4 and 5, 

respectively. The dip in PV generation in July and 

August is due to cloud cover during these two 

monsoon months. However, it is balanced by 

increased production of electricity from wind 

turbine during this period. Although the wind 

turbine output is distributed throughout the day, 

most of it is produced during daytime. 

Monthly electricity production and its breakup are 

given in Figure 6. This graph also reflects the 

reduction in PV output during the monsoon months 

of July and August. However, the total energy 

generated is balanced by the increase of wind 

turbine output. The reduction in power during the 

winter months coincides with the drop in electric 

demand because of winter vacation and non-usage 

of fans. The winter weather is generally pleasant 

enough that heaters are not needed in Sindh during 

daytime and hence, energy consumption is lower. 

Therefore, the drop in power in winter months is 

not an issue. 

Quantity Amount  Units  

Electricity generated  10,189  kWh/year 

Excess electricity  3,359  kWh/year 

Unmet electric load 266  kWh/year 

Renewable fraction 1.00  

PV Capacity factor 19.3 % 

PV hours of operation 4,400  hr/year 

Turbine Capacity factor 50.6 % 

Turbine hours of operation 7,895  hr/year 

Levelized cost of electricity 0.27 $/kWh 

Table 1. Hybrid PV-wind system HOMER output 

Figure 3. Stand-alone hybrid PV-wind system 

Figure 4. Annual electric power output of PV array 
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Cash flow diagram in Figure 7 shows that the most 

expensive item in electrical system is the battery 

bank. Inclusion of batteries in the system increases 

its availability during low wind condition and 

during non-sun light conditions such as night, early 

morning and evening. To a certain extent, need for 

a larger PV array diminishes as the size of the 

battery bank increases. 

The important battery and inverter performance 

indicators are listed in Table 2 and 3, respectively. 

The expected life of the battery is about four and a 

half years and this causes a significant addition in 

the cost of the hybrid system during its life cycle. 

The battery and inverter will incur losses of about 

888 kWh/year. The frequency of the state of charge 

of the battery during its lifetime is shown in the bar 

graph of Figure 8.  

The analysis of the off grid PV system for schools 

of Sindh showed that solar supplied electricity 

could be cheaper than electricity supplied by diesel 

generators. The issues associated with diesel 

generators such as constant repair and maintenance 

needs, appointment of an attendant to look after 

starts and stops of the generator, theft of diesel, etc.  

Figure 5. Annual electric power output of wind turbine 

Figure 6. Monthly average electricity production of PV array and wind turbine 

Figure 7. Cash flow diagram shows the cost contribution of different system components 
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are not present in the hybrid PV-wind based 

electric power supply system. 

4 CONCLUSIONS 
 Electricity supplied by hybrid power plants can 

play a very important part in improving the quality 

of education in the coastal areas of Sindh where a 

significant number of schools are without any 

power. The Sindh government’s decision to 

electrify schools in remote areas can be successful 

if the cost of electricity is low and the system that 

is installed is sufficiently robust. The optimization 

exercise undertaken using HOMER software 

showed that wind-PV hybrid electric system will 

meet the power requirement of the schools more 

than 95% of the time in a year. More than 10 

MWh/year of electricity can be generated using the 

proposed system, with approximately 3.3 

MWh/year of excess electricity. The levelized cost 

of electricity generation at USD 0.27/kWh is lower 

than diesel generated electricity at USD 0.31/kWh, 

which makes this option more attractive for use in 

schools. 
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Quantity  Amount Unit 

Energy in  1,560  kWh/year 

Energy out 1,329 kWh/year 

Storage depletion  3  kWh/ year 

Losses  228  kWh/ year 

Annual throughput  1,441  kWh/ year 

Expected life  4.69  years 

Quantity  Amount Unit 

Capacity 4.0  kW 

Hours of operation   4,379  hrs/ year 

Energy in 6,599  kWh/ year 

Energy out 5,939  kWh/ year 

Losses 660  kWh/ year 

Table 2. Battery performance indicators 

Table 3. Inverter performance indicators 

Figure 8. Frequency of state of charge of battery 

during its lifetime 
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Abstract 
This paper presents the proof of concept of using a water powered ram pump for irrigation purpose. As a water 

powered ram pump is a self-powered renewable system, the running cost is tremendously reduced to almost 

zero. Other advantages of using a water powered ram pump include 1000% water lifting, no use of external 

power/fuel required etc. This paper fills the gap between the use of technology and agriculture industry, which 

is highly affected by the energy crisis in Pakistan. Agricultural sector is the backbone of Pakistan’s economy. 

Power crisis in Pakistan has negatively affected crop production and relevant exports, which has huge impact 

on the GDP at national level and unemployment (45% of labour in Pakistan are related to the agriculture 

industry) and revenue generation for farmers and landlords. Also agriculture industry contributes 24% to GDP 

and provides employment to 45% of total labour force of the country.  Almost 67.5% of the population resides 

in rural areas and earn its livelihood directly or indirectly, from agricultural sector. Pakistan’s agricultural land 

is 23 million hectares (30% of total) in which 19 million hectares (83% of agricultural land) is irrigated; this 

is the severity of the demand of very low cost irrigation systems. 

The presented irrigation system has a very low initial and operating cost, so it will find its place at all levels 

of the irrigation sector. It will also help in increasing crop production by improving the economy of farmers. 

It has been found that this technique can easily replace the existing counterpart fossil fuel based pumping 

systems for an average farmer in Pakistan.  

Keywords: Ram Pump, sustainable irrigation, renewable energy

1 BACKGROUND 
The Power crisis in Pakistan has negatively affected 

crop production and relevant exports, which has 

huge impact on the GDP at national level 

(Agriculture industry contributes on 24% of the 

national GDP) and unemployment as 45% of labour 

in Pakistan are related to agriculture industry [1].  

Almost 67.5% of the population resides in rural areas 

and earn its livelihood directly or indirectly, from 

agricultural sector. Pakistan’s agricultural land is 23 

million hectares (30% of total) in which 19 million 

hectares (83% of agricultural land) is irrigated. 

About 35% of the public irrigation schemes of 

Khyber Pakhtunkhwa are lift schemes which require 

pumping. There are several private local farmers 

involved in installing pumps for irrigation for which 

they have to bear heavy operational and maintenance 

costs. 

There is a need to develop an irrigation system 

having a very low initial and especially operating 

cost to implement it at all levels of the irrigation 

sector. Farmer’s survey conducted at Swabi, KP, 

Pakistan revealed the dropping cultivation trend for 

specific crops where pumping demands are beyond 

their capability. Also they said that low cost 

pumping will save them money to which can then be 

used for buying seeds and fulfilling other 

requirements of cultivation. It was also claimed by 

one farmer that with lower cost of pumping they may 

be able to produce multiple crops per year compared 

to only one in current scenario in this region. It has 

been found from literature that ram pump irrigation 

may easily replace the existing counterpart fossil 

fuel based pumping systems for an average farmer in 

Pakistan.  

2 SUSTAINABLE IRRIGATION  
The concept of a sustainable system can be simply 

defined as a system which is technically sound, 

environmental friendly, socially acceptable, 

financially feasible, and institutionally viable for 

present and future generations. . There are variety of 

debates and discussions about the concept [2]. 

However, environmental component or pillar of 

sustainability is the key component for any 

sustainable system. This implies that no system can 

be termed as a sustainable system if its 

environmental aspect is ignored or compromised, 

and irrigation systems are not any exception to that. 

Factors contributing towards environmental 
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sustainability may vary depending on the nature of a 

system; however, dependency on non-renewable 

energy is commonly considered as a factor which 

impairs the environment in one or another shape. 

Wastage and depletion of non-renewable resources 

not only directly affects the environment and quality 

of life for present generations, but it also results in 

compromising the ability of future generations to 

fulfil their needs. In summary, minimal or no use of 

renewable energy is vital towards achieving 

sustainable irrigation systems. 

Pakistan, like many other developing countries, is an 

energy deficient country. This energy deficient 

country is basically an agricultural economy based 

on its irrigation systems including pumping. Lack of 

available power through affordable non-renewable 

ways is coupled with low-voltage issues in many 

places, resulting in use of diesel engines. This 

situation further aggravates the problem leading 

towards an emerging demand for renewable energy 

resources for pumping for sustainable irrigation 

systems.    

On other hand, quality of pumps under use is another 

major issue. Most of the pumps used for irrigation 

systems “are not energy-efficient, mainly due to low 

capital investment [3]. Majority of such pumps are 

used for groundwater pumping; however, limitations 

on capital investments are common for surface water 

pumping as they are in case of groundwater 

pumping. This poses a serious threat to sustainability 

of irrigation systems, especially, the environmental 

component of sustainability. The “Ram Pump” is 

investigated in this case study to move one step 

forward towards sustainable irrigation system in 

developing countries like Pakistan.   

3 RAM PUMP  
The first ram pump was installed at Oulton, 

Cheshire, in 1772 and raised water to a height of 16ft 

[4] since then ram pump designs have been 

improved over a number of years. Drive Tank Unit 

(DTU) [5] first developed plastic body ram pump 

with relatively shorter life of some components to 

two years, which was extensively tested in 

Zimbabwe till 1993 for irrigation of vegetable 

gardens from nearby streams. DTU pump design 

could irrigate 0.2 to 0.6 hectares of land in 24 hours. 

Being of lower discharge ram pumps have already 

been used for furrow, hose irrigation and filling 

overhead tanks for future irrigation. As low 

pressures are produced in ram pumps, they cannot be 

used for pressure dependent irrigation including 

sprinklers and water cannons etc. It was also found 

that use of stiffer material, like steel, increases the 

ability of the pump to lift water much further 

compared with plastic. 

A typical ram pump irrigation system is shown in 

schematic form in Figure 1. Water is wasted at the 

dam, drive tank as well as pump site but it is fed back 

to the river, hence no waste. The feed pipe keep the 

drive tank filled so that a constant head is available 

to the pump through that drive pipe. The water 

hammer produced due to sudden opening and 

closing of overflow valves pushes the water in the 

delivery pipe through one way valve, thus provides 

water at higher levels for irrigation. 

4 SWABI CASE STUDY 
Swabi is a district of Khyber Pakhtunkhwa province 

of Pakistan, having four Sub-Divisions (called as 

Tehsils), namely Swabi, Lahor, Topi and Razzar. It 

has a total area of 1,543 km. sq. with a population of 

1,654,000 [11]. Most of the cultivated area is rain-

fed [12] (barani) which gives very good production 

of wheat, maize, tobacco, sugarcane etc. The Tarbela 

Dam, which is Pakistan’s largest dam, is located in 

its neighboring Haripur district on Indus River, 

afterwards irrigating the Swabi region. Since the 

entire area is fertile a major part of the population is 

committed to irrigation, making it the primary 

source of living for the inhabitants of this district 

Irrigating the entire region for cultivation is an 

important aspect [7]. The Beka area of Swabi region 

was selected for testing the water powered ram pump 

and checking the irrigating potential of a water 

powered ram pump. It is located on the Indus river 

side  

Specifications of that ram pump that was installed 

and tested at Swabi had 2 inches diameter drive pipe 

that supplies water from the source to pump, and 1 

inch diameter delivery pipe to the location where 

water is to be conveyed. 

Figure 1 Schematic of irrigation system [5] 

[14] (Figures 2 & 3).  
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Figure 2. GIS Map of Swabi. [6] 

 
Figure 3. GIS Map of Swabi canal system. [6]  

 
Figure 4. Successful test of Ram Pump at Swabi, 

KP, Pakistan 

The ram pump fittings were of PVC, the drive pipe 

in our case was of rigid PVC pipe whereas flexible 

resin pipes were used for providing the supply water. 

The drive pipe had a total length of around 300 feet 

on the upstream side in order to get an inlet head of 

3 feet that was used to operate the ram pump. This 

inlet head was converted to a total lift of 17 feet that 

could further be raised to 30 feet. Figure 4 shows the 

Swabi site and the installed ram pump with a 

successful test. The experimental and theoretical 

results of ram pump design for 4ft available and 12 

ft drive head are shown in Table 1. All calculations 

are based on the heads measured at inlets and outlets 

of both drive and delivery pipes. Table 2 provides 
comparative ram pump performance parameters at 

5 COST AND SOCIO-ECONOMIC 
ANALYSIS  

The performance parameters at maximum inflow on 

ram pump are shown in comparison to other types of 

traditional pumps in Table 2. Although the principal 

cost of ram pump is nearly equal to diesel pump, its 

operational cost is nil. Therefore, ram pump returns 

its investment cost much quicker than ordinary 

diesel pumps.  

Typical average ram pump performance is based on 

60% pump efficiency [13], whereas standard 

performance of diesel and gasoline pump is based on 

75% pump efficiency and 5% drive loss. In order to 

compare the efficiency of ram pump, two ram pumps 

with drive pipe diameter 8in, delivery pipe of 

diameter 4in and a maximum inflow of 800 gpm are 

required to generate power of 1whp-hr. Operational 

cost has been based on the current fuel prices in the 

studied region. However, the operational cost may 

differ subjected to fuel prices in the International 

Market [8]. The ram pump performance can be 

improved to 1hp-hr by adding extra pressure 

chambers. 

The socio-economic analysis of pumping water for 

irrigation of wheat crop for one season has been 

conducted and summarised in Table 3. This analysis 

has been based on the methods provided by Arnold 

[9]. It has been observed that usage of ram pump for 

irrigation saves around 61 to 74% of the total cost 

required for pumping with gasoline, diesel or electric 

pumps [10]. Also it has been observed that ram 

pump based irrigation projects return the investment 

in around quarter time as required by other projects. 

And the feasibility of using ram  pump for irrigation 

purpose is proven by the about 4 times more profit 

and 5 to 30 times more benefit to cost ratio, 

compared with other traditional pumping methods.   

6 CONCLUSIONS 

 The ram pump is more than two centuries old 

invention and has been used throughout the 

world for multiple applications including 

irrigation, its use in Pakistan is merely not found 

due to lack of awareness. 

 It has been proven by the applications like this 

research and DTU that ram pumps can provide 

enough discharge to support irrigation of large 

areas. 

maximum inflow and Figure-5 gives performance curve. 
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 The locally produced ram pump was tested 

successfully in Swabi and large sized prototype 

will be produced for detailed life cycle analysis 

for irrigation purposes. 

 Plastic ram pumps are cheap, and affordable but 

slightly inefficient compared to galvanised ram 

pumps of stiffer material. But the marginal cost 

difference and the slight reduction in 

performance is convincing enough to use plastic 

to develop this technology for irrigation. 

 The principal cost of a water powered ram pump 

is nearly equal to diesel pump, its operational 

cost is nil. Therefore, ram pump returns its 

investment cost much quicker than ordinary 

diesel pumps. 

 Ram pump irrigation saves around 61 to 74% of 

the total cost required for pumping in 

comparison with gasoline, diesel or electric 

pumps.  

 

Return on investment (ROI) for ram pump 

irrigation is around 4 times more in quarter time 

as compared with other types of pumping 

projects. 

 The benefit to cost ratio compared with other 

traditional pumping methods (in Table 3) is 5 to 

30 times more, for ram pump. 
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Table 1. Ram Pump performance for 4 ft available head and 12 ft drive head. 

Drive Pipe 

Diameter (in) 

Delivery Pipe 

Diameter (in) 

Drive 

Flow 

(gpm) 

Available 

head (ft) 

Drive 

head (ft) 

Efficiency 

Factor 

Expected 

Output  

(gpm) 

Pumping 

Power     

(whp-hr) 

0.75 0.5 2 4 12 60.00% 0.4 0.0013 

1 0.5 6 4 12 60.00% 1.2 0.004 

1.25 0.5 10 4 12 60.00% 2 0.007 

1.5 0.75 15 4 12 60.00% 3 0.01 

2* 1 33 4 12 60.00% 6.6 0.02 

2.5 1.25 45 4 12 60.00% 9 0.03 

3 1.5 75 4 12 60.00% 15 0.05 

4 2 150 4 12 60.00% 30 0.10 

6 3 400 4 12 60.00% 80 0.27 

8 4 800 4 12 60.00% 160 0.54 

*Tested at Swabi site 

 
Figure 5. Theoretical performance curve of locally produced ram pump tested at Swabi. 
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Table 2. Comparative Ram Pump performance parameters at maximum inflow. 

Pump Type Pump Performance 
Principal Cost in Pakistani rupees 

per whp-hr 
Operational Cost 

Ram Pump 
0.54 whp-hr /800 gpm of 

water inflow 
2units x 18,000 = Rs.36,000 Rs. 0/hr 

Diesel Pump 12.5 whp-hr/gal Rs.35,000 Rs. 25.76/hr 

Gasoline Pump 8.55 whp-hr/gal Rs.20,000 Rs. 32.75/hr 

Electric Pump 0.885 whp-hr/kwh Rs.18,000 Rs. 21.02/hr 

 

Table 3. Socio-economic comparison of ram pump with other traditional pumps for irrigation of wheat crop. 

Parameter 

8in 

Hydraulic 

Ram Pump 

X 2 Units 
1whp-hr 

Diesel Pump 

1whp-hr 

Gasoline 

Pump 

1whp-hr 

Electric 

Pump 

Wheat Crop Water Requirement 

(gallons/ha) 
1611450 1611450 1611450 1611450 

Discharge Rate (gpm) 320 320 320 320 

Principal Cost (PC) (Pak Rs) 36000 35000 20000 18000 

Fixed Cost (FC) (Pak Rs) 5000 5000 5000 5000 

Installation Cost (IC) (Pak Rs) 2000 1000 1000 1000 

Opperational Cost (OC) (Pak Rs) 0 108192 137550 88284 

Total Cost (PC+FC+IC+OC) (Pak 

Rs) 
43000 149192 163550 112284 

Cost of Pumping Water 

(PKR./gallon) 
134.375 466.225 511.09375 350.8875 

Savings on Cost of Diesel, Gasoline 

and Electricity respectively (%) 
- 71.18 73.71 61.70 

Capital Recovery (Pak Rs) 185000 185000 185000 185000 

Payback Period (Yr) 0.23 0.81 0.88 0.61 

Return on Investment (ROI) % 430.23 124.00 113.12 164.76 

Benefit/Cost Ratio 3.30 0.24 0.13 0.65 
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ABSTRACT 
Biodiesel is one of the most substantial fuel to replace the dwindling reserve of conventional energy resources 

and their associated environmental problems. The major constraint in the commercialization of conventional 

biodiesel process is its high cost and downstream separating units .In this study, reactive distillation processes 

has been simulated effectively to eradicate these issues. Since Pakistan is facing a severe deficit of edible  oils, 

the choice of non-edible Jatropha seed oil for biodiesel is worth significant which can easily be planted in 

barren areas of  Pakistan. In this research, Process  simulation was  performed  using  Aspen plus ® and 99.99 

% conversion of oil into biodiesel was achieved. The biodiesel produced has density 876.29 kg/m3 at 150C 

meeting the fuel standard ASTM D6751.The sensitivity analysis was also carried out for the best utilization 

of energy , reactants feed stage and feed ratio. 

Keywords: Biodiesel production, Jatropha oil, Aspen Plus, reactive distillation, transesterification, 

sensitivity analysis 

1 INTRODUCTION  
Since the world’s energy demand is growing 

rapidly as petroleum based fuels are being 

depleted, a substantial fuel is required to replace the 

dwindling reserve of conventional energy 

resources and their  associated  environmental  

problems .In this scenario, renewable energy has 

become an attractive clean fuel option derived from 

biomass or biological sources .Biodiesel has the 

potential to replace the petroleum diesel.Biodiesel 

is better than petro-diesel in terms of aromatic 

content, higher flash point 150 0C, biodegradibilty, 

Oil or fats are trigyceride molecules (glycerin 

bonded with three fatty acids. When triglycerides 

are reacted with acohol in the presence of a 

catalyst, fatty acids alkyl ester (FAAE) is formed  

commonly known as ‘Biodiesel’ and the reaction is 

An extensive research is being carried out 

worldwide to produce this fuel in the most 

investigated but the conventional method of 

biodiesel production leads to separation problems 

and energy consumption making biodiesel cost 

ineffective. In this research , an attempt is made to 

explore  the most potential and attractive process 

for biodiesel synthesis. 

Distillation continues  being  the most widely used  

separation  technique in chemical industry, but 

requires high energy. Since process  intensification  

takes  into  account reduction in energy 

consumption, integration of several operations into 

one unit, safe operation  and  others,  may  be  the  

reactive  distillation  is  the  most  representative 

operation in process intensification because the 

reaction and separation are carried in the  same  unit  

leading  to  energy  saving  due  to  internal  

integration  and  higher conversions  in  equilibrium 

 

 work is concentrated on the analysis of a reactive 

distillation for biodiesel production. 

Reactive distillation (RD) integrates a reactor and 

a distillation column in a single unit which shifts 

the chemical equilibrium to increase product yield 

by continuous separation of product from reaction 

Figure 1. General transesterification reaction 

called transesterification given in Figure-1 [4]. 

sulfur content and lesser air-pollutant . [1, 2, 3]. 

economical way [6-13]. Different feed-stocks and 

catalysts combinations [5,7,9] have been 

reactions [13,14,15]. The primary objective of this 
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zone. It suppresses the side reactions  and catalyst 

envelopes are packed inside the column to 

accelerate the reaction .Another distinct advantage 

is that RD utilizes the heat of reaction for mass 

transfer in case of exothermic reaction which 

avoids catalyst hot spots[16]. Since 

transesterification reaction is a reversible 

exothermic reaction and requires catalyst, it meets 

the design criteria of RD. Moreover the volatility 

difference of glycerol and FAME makes the RD 

more favorable. RD column  has been operated at 

high pressure for biodiesel production in recent 

researches  but in this study ,reactive distillation is 

carried out at atmospheric pressure. 

In this study, Jatropha oil (non-edible) is chosen as 

the feedstock for biodiesel because Jatropha plant 

can easily be cultivated with little water in the less 

fertile regions of Punjab and Balochistan as well as 

in the deforested land of Pakistan. Jatropha oil 

found in Pakistan contains mainly the fatty acid 

contents:oleic C18:1(40%), linoleic C18:2 (37%) 

from which high quality biodiesel can be produced 

[17]. 

Since Jatropha oil contains relatively high free fatty 

acid (FFA) content, it requires the use of 

heterogeneous solid catalyst that avoids soap 

formation and does not require aqueous treatment 

steps. In this study, Calcium oxide (CaO) is 

selected as solid catalyst to meet the condition 

since it possesses relatively high basic strength and 

less environmental impacts due to its low solubility 

in methanol and its easier handling as compared to 

other catalysts like KOH/NaOH [18]. 

2 PROCESS MODEL  
Fig. 2 describes the reactive distillation model 

developed in this study. There are two stages of the 

process. The first stage involves reactive 

distillation for transesterification along with 

methanol recovery. The second is product 

purification that is glycerol and biodiesel 

separation  

In the first stage, feed streams containing Jatropha 

oil and preheated methanol are fed into the reactive 

distillation column from top and bottom 

respectively.The entire column is considered as 

reaction zone for transesterification.The design of 

the column is similar to multi-tray column with 

sieve trays for ample residence time and catalyst 

envelopes are packed inside the column to 

accelerate the reaction . One of product stream 

from top is  excess methanol which is recycled back 

to the column after   mixing with fresh methanol . 

The other   product stream from the bottom 

contains biodiesel and glycerol. Since these two 

compounds are slightly soluble to each other , a 

mixture is formed with a thick layer of glycerol at 

bottom and biodiesel at top. It is therefore another 

separation unit is required in the second stage. The 

separation of these two compounds can be 

achieved by simple distillation technique since 

there is significant volatility difference . 

3 PROCESS SIMULATION 
Aspen Plus simulator version 8.0 was used for the 

process simulation since  it is more powerful tool  

for simulating non-ideal properties, electrolytes, 

solids, azeotropes, and chemical reactions. 

Triolein (C57H104O6) was  used to represent the 

triglycerides form of oleic acid which is readily 

available in the simulator, so the input components 

are triolein and methanol as the reactants whereas 

glycerol and fatty acid methyl ester (FAME) i.e  

biodiesel as the products. According to the  

literature cited[19],  Non-Random Two-Liquid  

(NRTL) thermodynamic models is recommended 

to predict the activity coefficeints for highly polar 

components, methanol and glycerol in the process 

Figure 2. Reactive distillation model for biodiesel production 
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Jatropha  curcas  seed  oil  and  methanol  using  

solid  calcium  oxide  catalyst that was modeled in 

the simulation. 

 

 

 

There is usually a high molar ratio of methanol to 

oil, therefore the reverse reaction can be ignored, 

and methanol concentration can be assumed to be 

constant throughout the reaction. Thus, the reaction 

will be a pseudo-first-order reaction in which the 

rate of the  reaction is a function only of the 

triglyceride.The residence time for the reaction is 

1.64 hour[20]. The kinetic parameters for  

Arrhenius equation are  in (1).  
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The reactive distillation column was modeled by an 

Aspen inbuilt equilibrium rigorous two phase 

fractionation model RADFRAC . The column 

pressure was 1 atm  with total no of 5 stages  (incl. 

reboiler & total condenser), reflux ratio  0.6 and 

reactive zone was set between 2nd  and 4th  stage 

with residence time 1.64 hr. Oil and methanol were 

fed from top and bottom of the column at 4.536 

kmol/hr and 16.732 kmol/hr respectively. Both 

reactants were fed at 1atm pressure and 600C 

temperature.  

 

The biodiesel (FAME) and glycerol were separated 

in a distillation column operating with total no of  

stages  (incl. reboiler & partial condenser), reflux 

ratio  10 and feed  was fed at 2nd stage. 

4 RESULTS & DISCUSSIONS 

4.1 Base Case Simulation 
The steady state simulation of reactive distillation 

for biodiesel was carried out in Aspen plus.The 

product conversion in the reactive distillation was 

shows the liquid composition profile along the 

reactive distillation column and it is observed that 

the reactants oil and methanol mostly consume at 

the second stage. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The temperature profile along the reactive 

distillation column can be observed in fig.4 .The 

temperature is increasing from top to bottom and it 

is found that the reaction is exothermic in nature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(1) 






 


RT

E
Ak exp

Stage Methanol FAME Trilolein Glycerol 

1 0.9735 0.0097 1.4660E-

29 

0.0167 

2 0.0226 0.7274 0.0001480 0.2497 

3 0.0256 0.7316 8.0813E-

08 

0.2426 

4 0.0769 0.6820 1.0713E-

11 

0.2410 

5 0.0050 0.7462 4.0313E-

14 

0.2487 

 

 
Figure 4. Temperature profile of reactive 

distillation column 

Fig-3a shows the   transesterification  reaction  of  Table.1 Liquid composition  along the column 

Fig-3a Transesterification  reaction of Jatropha oil 

Figure-3b Liquid composition profile 

99.5% and the product purity was 99.99%. Fig-3b 
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The biodiesel (FAME) produced by reactive 

distillation has the density 876.2957  kg/m3 at 15oC 

with FAME 99.99 %  by mass meeting the Fuel 

Standards (USA and Global) ASTM D6751. 

4.2 Sensitivity Analysis 
Some of the important design parameters such as  

no. of stages in reaction zone methanol & oil feed 

stage , column inside pressure, reflux ratio and 

reboiler duty have a direct impact on the reactant 

conversion ,composition, yield and purity of 

biodiesel. It is ,therefore , necessary to evaluate 

these effects by sensitivity analysis to get optimum 

parameters for experimental design. 

1) Effect  Of No Of Stages Of Reaction Zone : 

Keeping the parameters same in the base 

case, only the no. of stages for the reaction  

were varied from 2 to 4 to evaluate its effect 

on the yield of FAME. Fig. 5  demonstrates 

that the yield of FAME  increases from 

second stage to third stage upto  99.99 % and 

then it remains constant .Thus reaction zone 

can be reduced to 2nd and 3rd stage for high 

yield. 

2) Effect Of  Methanol Feed Location : 

Methanol is the lightest among other 

components with low boiling point (high 

volatility) .The determination of its feed 

stage in the column is worth significant as it 

influences the reaction kinetics and mass 

transfer . For sensitivity analysis ,methanol 

was fed at the top ,bottom and mid of the 

reaction zone and a graph was plotted to 

observe its effect on product (FAME) 

when fed at top with oil gives higher 

conversion and more amount of FAME  is 

produced .Moreover ,introducing methanol 

from the top reduces the reboiler duty as 

well. Fig. 7 demonstrates the effect of 

methanol feed stage on reboiler duty and it 

is clearly observed that reboiler duty is  

minimum when methanol is fed at the top 

and increases gradually as reaction zone 

increases.  

3) Effect Of Fresh Methanol Flow Rate In 

Feed: One of the key design parameters on 

the  performance of reactive distillation 

column is entering methanol to oil feed 

molar ratio. In the simulation, the flow rate 

of fresh methanol was determined to 

maintain the optimal value of this ratio at 

which  greater amount of biodiesel would 

produce but keeping the bottom stage 

temperature below degradation temperature 

of biodiesel  (275 oC).Fig .8 demonstrate that 

FAME concentration increases as fresh 

methanol amount increase but beyond 13.7 

kmol/hr a decreasing trend is observed due 

to dilution effect of excess methanol in the 
 

Figure 5. Effect of no of stages of reaction zone 

 
Figure 6. Effect of methanol feed stage 

 
Figure 7. Effect of methanol feed stage on 

reboiler duty 

composition. As seen in the fig. 6  methanol 
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column .On the other hand, fig 9 illustrates 

that bottom stage temperature falls as more 

fresh methanol is introduced .As a result 

,fresh methanol should be fed at 13.7 

kmol/hr wich favors high FAME 

concentration keeping the bottom stage 

temperature below 275 oC with methanol to 

oil ratio 3.6:1 as entering feed for the 

column. 

 

5 CONCLUSION 
From the optimized results of simulation, it is 

found that reactive distillation column should 

consist of 2 reactive stages, the methanol to oil ratio 

should be 3.6:1 with fresh methanol being fed at 

13.7 kmol/hr . The column should be operated at 1 

atm .The reactants should be fed at the top of 

column to give a high conversion of Jatropha oil 

and methanol. 

In conclusion, the results obtained are very 

promising and it is  found that  reactive  distillation  

technique is highly feasible to produce  biodiesel 

.The model developed for reactive distillation in 

Aspen plus ® has more flexibillty which  can  

accommodate  higher  flow  rates  for  scale-up  of  

operations,  add  or remove  stages  of  operation,    

and    predict   associated   capital   and  production 

costs 
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ABSTRACT 
Temperature measurement is a critical industrial requirement. In many industrial processes, determining 

temperature at a given instance on all points of a heat source is gaining importance. Typical temperature 

measurement methods are limited in this aspect. A two-color methodhas been developed for the temperature 

prediction of a heat source, which is based on comparing intensity of images taken at two different 

wavelengths. In this work, the two-color method has been used and images of an active furnace were taken 

using two narrow band pass filters. The wavelengths of the filters were 940nm and 850nm. A simple CMOS 

camera was used for image acquisition. These images were further processed in MATLAB image-processing 

toolbox. A Series of experiments were conducted at different temperatures on two separate furnaces. 

Temperature predicted by this method was validated by the reading of thermocouple installed on the furnaces. 

Keywords: Furnace; image-processing; Matlab; two-color method; temperature 

1 INTRODUCTION 
Temperature measurement has always been an 

important requirement in many industrial 

processes. Conventional techniques used to 

measure temperature involve contact type devices. 

Physical probes such as thermocouples are being 

used in most of the industry. In general, the contact 

method has certain difficulties in application. For 

example, measurement of flame temperature has 

disadvantages including single point measurement, 

degradation due to physical contact and its 

intrusive nature [1].  

Non-contact temperature measurement techniques 

are being researched upon and developed as a 

result. Infrared pyrometers convert the energy 

radiated by the target to electrical signals which are 

then interpreted as temperature values [2]. Work 

has been done on measuring emitted intensity of 

source at different wavelengths and then 

calculating the emissivity and temperature by using 

least squares curve fitting techniques [3].  

Most of the heat sources emit light as a function of 

temperature. The image can be acquired to get the 

temperature distribution of the heat source. The 

color-temperature relationship can used to 

characterize the heat source. The red, green and 

blue color properties are obtained from individual 

pixels. The color histogram can be obtained to 

show the color distribution of the image and hence 

the temperature distribution of the heat source [4].  

The distribution of temperature can be calculated 

from the ratio between the grey-scale levels of 

corresponding pixels within two images captured at 

selected wavelengths [5]. This is commonly known 

as two-color method. The main advantage of this 

technique is the emissivity-free measurement as the 

ratio of the emissivity at two different wavelengths 

is considered [6]. Hottel and Broughton [7] first 

introduced the two-color technique and utilized it 

to measure the flame temperature in utility 

furnaces. Extensive applications of this technique 

were found in combustion engines where flame 

temperature, as well as soot concentrations were 

calculated [8, 9]. This technique has improved over 

the years and expanded to various types of flames, 

i.e. premixed and diffusion flames [10, 11].These 

provide the detailed temporal and/or spatial 

information [12-15]. Digital processing of images 

from monochrome CCD cameras can be used to 

measure certain flame parameters such as 

geometrical and luminous parameters [16-18] and 

statistical parameters [19].In other research works, 

the technique was successfully implemented to 

predict temperatures on a brake disc [20] and the 

die casting tooling surface [21].  

In this paper, the two-color temperature 

measurement method is used to predict the 

temperature of active furnaces operating at high 

temperature. In contrast to previous efforts, the 

developed method is simple to use and only involve 

less-expensive equipment.  
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2 THEORETICAL BACKGROUND 
The radiation of an object is governed by Planck’s 

radiation law: 

𝑀(𝜆, 𝑇) =  𝜀𝜆

𝐶1

𝜆5
(𝑒𝐶2 𝜆T⁄ − 1)

−1

(1) 

Where 𝑀(𝜆, 𝑇)is the monochromatic exitance, 

namely monochromatic radiation emitted in energy 

per unit time per unit area 𝑊𝑚−2𝜇𝑚−1,𝜆 is the 

wavelength of the radiation (𝜇m), T is absolute 

temperature (K), 𝜀𝜆 is monochromatic emissivity, 

and C1 and C2 are first and second Planck’s 

constants. Planck’s law can be replaced by Wien’s 

radiation law: 

𝑀(𝜆, 𝑇) =  𝜀𝜆

𝐶1

𝜆5
𝑒−𝐶2 𝜆𝑇⁄                                (2) 

The ratio of the grey levels at wavelengths 𝜆1 and 

𝜆2 is given by: 

𝐺(𝜆1, 𝑇)

𝐺(𝜆2, 𝑇)
=  

𝑆𝜆1

𝑆𝜆2

𝜀𝜆1

𝜀𝜆2
(

𝜆2

𝜆1
)

5

exp [
𝐶2

𝑇
(

1

𝜆2

−  
1

𝜆1
)]    (3) 

Where,  

𝜀= Emissivity. 

G (𝜆, T) = Grey level intensity value at a given 

wavelength and temperature. 

𝑆= Spectral response of the camera. 

𝑆𝜆1and 𝑆𝜆2 are the spectral responses of the camera 

at wavelengths 𝜆1and 𝜆2.The ratio between the 

spectral sensitivities 𝑆𝜆1and 𝑆𝜆2is known from the 

spectral response performance of the camera. This 

ratio can be called the instrument factor [22]. 

For the sake of understanding, the spectral response 

plot of a digital CMOS camera (C11440-52U) has 

been shown in the figure below [23].  

 

In Figure 1, the quantum efficiency of the CMOS 

chip can be seen at different wavelengths.Where, 

quantum efficiency is simply the ratio of converted 

electrons and incident photons.For example, if 

Sλ1=1000nm and Sλ2=780nm,then the ratio of 

quantum efficiency at these wavelengths will give 

the instrument factor: Sλ2/S λ1= 0.45/0.05= 9. 

Rearranging Eq. (3) yields: 

𝑇 =  
𝐶2 (

1
𝜆2

−
1
𝜆1

)

[ln
𝐺(𝜆1, 𝑇)
𝐺(𝜆2, 𝑇)

+ ln
𝑆𝜆2
𝑆𝜆1

+ ln
𝜀𝜆2
𝜀𝜆1

+ ln (
𝜆1
𝜆2

)
5

]

(4) 

The difference between 𝜀𝜆1and 𝜀𝜆2 is negligible 

which means  

𝜀𝜆1 ≈ 𝜀𝜆2 

Therefore, 
𝜀𝜆1

𝜀𝜆2
=1  

we know that ln (1) =0, Hence ln (
𝜖𝜆1

𝜖𝜆2
) =0. 

Flower [7] proved that, when assuming the soot 

particles in the flame are homogeneous, optically 

thin, isothermal along a horizontal line through the 

flame, and small relative to the used wavelength, 

the spectral emissivity is inversely proportional to 

the wavelength, i.e., 

𝜀𝜆 α 1/𝜆. Therefore, another formulation for 

gaseous flames in this study is obtained by 

substituting 𝜀𝜆1and 𝜀𝜆2 into Eq. (4): 

𝑇 =  
𝐶2 (

1
𝜆2

−  
1
𝜆1

)

[ln
𝐺(𝜆1, 𝑇)
𝐺(𝜆2, 𝑇)

+ ln
𝑆𝜆2

𝑆𝜆1
+  ln (

𝜆1

𝜆2
)

6

]

(5) 

Where, 𝐶2 = Second Radiation Constant = 

1.4388*107 (m·K) 

𝜆1= Wavelength of first filter =850 nm 

𝜆2= Wavelength of second filter = 940 nm 

G (𝝀, T) = Greyscale intensity value at a given 

wavelength and temperature 
𝑺𝝀𝟐

𝑺𝝀𝟏
= ratio of the spectral responses of the camera 

(instrument factor) 

Eq. (5) is the final expression which was used in 

MATLAB code in order to predict temperature. 

 

3 EXPERIMENTAL PROCEDURE 
Experiments were conducted to predict the inside 

temperature of two different electric furnaces as 

shown in Figure 2. The maximum temperature of 

the Furnace A is 1100 ᵒC and furnace B is 1280C. 

Both furnaces have thermocouples attached and a 

digital temperature display as shown in Figure 3. 

The thermocouple measures the average 

temperature of the back wall of the furnace. Images 

of the same wall has been taken for temperature 

prediction. 
Figure 1. Spectral response of a digital CMOS 

camera [4]. 

(Instrument Factor) 
2.1 Explanation of Spectral Response of Camera 

24



Proceedings of FIMEC, 9-10 May 2015, Karachi, Pakistan 

 

 

 

The furnace was heated first to the maximum 

temperature and then held for some time to achieve 

uniform temperature inside the furnace. The door 

of the furnace was opened to allow the view of the 

inside of the furnace. The pictures are taken during 

cooling, once the predefined temperature was 

shown on the digital display meter. Multiple 

pictures were taken at the given temperature by re-

heating the furnace.  

 

 

The camera used in this work was Canon Rebel 

XTi which has 10.1 megapixel CMOS sensor.  This 

camera has good spectral resolution in infrared 

region. Al the images were taken at f-number of 5, 

exposure time of 1sec, ISO-800 with no flash. It 

should be noted that to allow large amount of light 

to reach to the CMOS sensor lower f-number and 

higher exposure time was selected. The selection of 

these values are important so that there should be 

no saturation in the image. Saturated images will 

lead to wrong calculations. Two different narrow-

band pass filters were placed separately in front of 

the camera to capture a monochromatic image. The 

setup is shown in Figure 4. The narrow band-pass 

filters allowed to pass only the wavelengths 

of850±10 nm and 940±10 nm.  

4 RESULTS AND DISCUSSION 
Once the images are taken they are read and 

calculated according to the equations mentioned 

above. The first step was to read the two different 

RGB images in Matlab. These images were then 

converted to the gray-scale level images. The 

region of interest can be defined to save processing 

time. This allowed no calculation on the pixels 

outside the furnace. After that the intensity ratio of 

both gray images were calculated.  

Finally, instrument correction factor and other 

constants are applied to each pixel to predict the 

temperature. These values can be plotted in 3D 

graph for spatial temperature distribution.The 

complete work flow of the image processing in 

Matlab is shown in Figure 5. 

 

Figure 2. Electrical furnaces to measure inside 

wall temperature (a) Furnace A with maximum 

temperature of 1100C and (b) Furnace B with 

maximum temperature of 1280C. 

 

Figure 3. Thermocouple attachment at the Furnace 

B. 

 

Figure 4. Schematic diagram of the experimental 

setup. 

 
Figure 5. The work flow of the image processing 

in Matlab. 

 

(a) 

Furnace A 

(b) 

Furnace B 

Heater 
Thermocouple 
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4.1 Furnace A 
On furnace A, three experiments were performed at 

the temperature of 1000ᵒC, 1050ᵒC and 1100ᵒC, 

respectively. The stepwise procedure to predict the 

furnace A temperature from images taken at 

temperature 1100ᵒC is shown in details from Figure 

5 to Figure 7. Figure 6 shows the direct images 

captured by the camera at two different 

wavelengths. Figure 7 shows the 2D intensity 

profile after implementing the instrument factor. 

Figure 8 shows 3D intensity distribution of the both 

monochromatic images. The spatial temperature 

prediction is shown in Figure 9.  

It can be seen that most of the wall is at the same 

temperature and two-color method was able to find 

the temperature close to the temperature measured 

by the thermocouple. The temperature prediction of 

furnace A at other readings are summarized in 

Table 1. 

 

 

 

 

 

 

4.2 Furnace B 
Four experiments were performed at the 

temperature of 1110ᵒC, 1156ᵒC, 1210ᵒC and 

1280ᵒC, respectively. The monochromatic images 

taken directly by the camera using narrow band-

pass filters are shown in Figure 10. Similar 

procedure was adopted for the furnace B and the 

spatial temperature distribution of the inner wall of 

Figure 6.Monochromatic images of FurnaceA at 

1100ᵒC with wavelengths of (a) λ1=850nm and (b) 

λ2=940nm. 

 

images of Furnace A at 1100ᵒC with wavelengths 

of (a) λ1=850nm and (b) λ2=940nm. 

Figure 8. 3D intensity representation of 

monochromatic images of Furnace A at 1100ᵒC 

with wavelengths of (a) λ1=850nm and (b) 

λ2=940nm. 

 

 

Figure 9. 3D representation of the temperature of 

the Furnace A at 1100ᵒC. 

λ
1
=850n

m 

(a) 

λ
2
=940n

m 

(b) 

λ1=850nm (a) 

Width 

(pixel) 

Height 

(pixel) 

λ2=940nm (b) 

Width 

(pixel) 

Height 

(pixel) 

Width  

(pixel) 

Height  

(pixel) 

Figure 7. 2D intensity graph of monochromatic 
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the furnace B is shown in Figure 11. The 

temperature prediction of furnace B at other 

readings are summarized in Table 1.  

 

 

 

Measured 

Temperature 

°C 

Average 

Predicted 

temperature 

°C 

Furnace A 

1000 1006 

1050 1061 

1100 1114 

Furnace B 

 

1110 1118 

1150 1042 

1210 1191 

1280 1272 

 

In this study, the two-color method was used with 

the MATLAB to predict the temperature of the hot 

surface. Results have shown that the method is 

good enough for industrial application. The use of 

this technique can be beneficial in industries where 

temperature measurement is an imperative 

requirement. This may provide a long-term 

solution to the industry as a non-contact technique 

and the system would have high working life than 

ordinary contact techniques. However, error in 

predicted results can be reduced by taking the 

images from both filters simultaneously. 

Since, in this technique knowledge of emissivity 

value is not required, it represents a better solution 

where finding an emissivity value is challenging. 

Especially, when the temperature variation is large 

and fluctuating. It can also provide an alternate 

solution with relatively low cost thermographic 

cameras. However, it should be noted that the 

narrow band-pass filters are not cheap and for 

different application different band-pass filters 

would be required.  

5 CONCLUSION 
It can be concluded that a non-contact technique 

has been developed for temperature measurement. 

Results have been validated by comparing with 

thermocouple readings of active furnaces working 

at high temperature. The overall maintenance work 

and cost of this technique is low as the instrument 

does not come in contact during the temperature 

measurement. To further improve this technique 

for more industrial applications a near real-time in-

situ solution is required which can provide instant 

spatial temperature distribution of objects at high 

temperature. 
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Abstract 
The purpose of this paper is to provide exact analytical solutions for second grade fluids with fractional 

derivative approach. More precisely, our aim is to find the velocity field ( , )u y t   and the shear stress ( , )y t   

corresponding to the motion of a fractionalized second grade fluid due to accelerated plane, where no-slip 

assumption is no longer valid. The general solutions are obtained using the discrete Laplace transform. They 

are presented in series form in the terms of the Wright generalized hypergeometric function 
p q  and presented 

as sum of the slip contribution and the corresponding no-slip contribution. The similar solutions for ordinary 

second grade and Newtonian fluids can easily be obtained as limiting cases of general solutions. Furthermore, 

the solutions for fractionalized and ordinary second grade fluid, when slip effect is not present are also 

obtained as special cases. Finally, the impact of the material, slip and fractional parameters on the motion of 

fractionalized second grade fluids is demonstrated by graphical illustrations. The difference among 

fractionalized second, ordinary second grade and Newtonian fluid models is also elaborated. 

Keywords: Second grade fluid, fractional derivative, slip effects, oscillating flows, exact solutions, velocity 

field, shear stress, Laplace transform. 

1 INTRODUCTION 
 

Polymer solutions, blood and certain oil are non-

Newtonian fluids, play very important role in modern 

technological applications and industries. The wide 

applications of these fluids in many areas of life attract 

researcher and scientist to study them and describe their 

behaviors. Generally non-Newtonian fluids divide in 

rate, differential and integral types. One of the most 

popular differential type non-Newtonian fluid is the 

second-grade fluids [1], Moreover, the second grade 

fluid is the subclass of non-Newtonian fluids for which 

one can reasonably hope to obtain exact solutions. For 

many reason exact solutions are very important. For 

example they provide a standard for checking the 

accuracies of many approximate solutions. They can 

also be used as tests for verifying numerical schemes 

that are developed for studying more complex flow 

problems. Therefore describing the behavior of non-

Newtonian fluids, exact solutions are necessary. 

Therefore, various researches [2-7] in the field are 

engaged in obtaining such solutions. Nowadays 

fractional calculus, which is the branch of Mathematics 

that deals arbitrary order of differentiation and 

integration, became important and popular due to its 

successful applications in science and engineering. On 

the other hand fractional differential equations are 

increasingly used to model problems in fluid flow, 

rheology, biorheology, diffusion, relaxation, oscillation, 

anomalous diffusion, reaction–diffusion, turbulence, 

diffusive transport akin to diffusion, electric networks, 

polymer and chemical physics, electrochemistry of 

corrosion, relaxation and retardation  processes in 

complex systems, propagation of seismic waves, 

dynamical processes in self-similar and porous 

structures and many other physical and engineering  

processes [8, 9] . The most important advantage of using 

fractional differential equations in these and other 

applications is their non-local property. It is well known 

that the integer order differential operator is a local 

operator but the fractional order differential operator is 

non-local. This means that the next state of a system 

depends not only upon its current state but also upon all 

of its historical states. This is more realistic and it is one 

reason why fractional calculus has become more and 

more popular [8,10]. In formulation and solution of such 

fluid flows fractional calculus approach has been 

extensively utilized in the last few decades. The time 

derivative of integer order in the constitutive equation is 

replaced by so called Reimann/Caputo operator. In 

particular, it has been proved to be a valuable tool for 

handling viscoelastic properties. Bagley [11], Friedrich 

[12], Junqi et al.[13], Guangyu et al.[14], Xu and Tan 

[15,16] and Tan et al.[17-22] have sequentially 

introduced the fractional calculus approach. Here we 

mention only those contributions which regard with the 

viscoelastic type studies [4, 17, 18, 23-25] and the 

references therein. In the literature, much attention has 

been drawn on the flow problems with no-slip 

condition. No-slip condition is no longer valid for thin 

films problems, problems involving multiple interfaces 

and the flow of rarefied fluids are considered. Many 

polymeric fluids slip or stick-slip on solid boundaries 
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and hence no-slip condition is no-longer valid. 

Experimentalists usually associate “Spurt” with slip at 

the wall [26]. The inadequacy of the no-slip condition is 

quite evident in polymer melts which often exhibit 

microscopic wall slip. The slip condition plays an 

important role in shear skin, spurt and hysteresis effects.  

Though many flow problems concerning Newtonian 

and non-Newtonian fluids have been solved under the 

no-slip condition, the fluid slippage might occur at the 

solid boundary [27-32]. We give some investigations 

for existence of slip at the solid boundary [33, 34]. In 

1823, first time the possibility of fluid slip at solid 

boundary indicated by Navier as a general boundary 

condition. This boundary condition assumes that the 

tangential velocity of the fluid relative to the solid at a 

point on its surface is proportional to the tangential 

stress acting at that point [35]. 

2 MATHEMATICAL MODEL OF 
PROBLEM 

The equations governing the flow of an incompressible 

fluid include continuity equation and momentum 

equation. In the absence of body forces  

 0 .
t

 


     


V
V T V V ,               (1) 

where  is the fluid density, V is the velocity field, t   is 

the time and  represents the del or nabla operator. The 

Cauchy tensor T in an incompressible homogeneous 

fluid of second grade is related to the fluid motion in the 

following manner [36-41]. 

     p  T I S , 2

1 1 2 2 1 .    S A A A               (2)          

 

where p  is hydrostatic pressure, I  is unit tensor 

identity, p I  is the indeterminate part of the stress or 

spherical stress due to the constraint of 

incompressibility, S is the extra-stress tensor,  is the 

dynamic viscosity, 1 and 2 are the normal stress 

moduli or material moduli, and A1 and A2 are the 

kinematic tensors or first two Rivilin-Ericksen tensor 

defined through 
 

       1
1 2 1 1,

T Td

dt
        V V V V

A
A A A A .               (3) 

 

For the problem under consideration, we shall assume a 

velocity field of the form 
 

     , , , ,y t u y t y t  V V S Si ,                      (4) 

 

where i is the unit vector along the x-direction of the 

Cartesian coordinate system. For these flows constraint 

of incompressibility is automatically satisfied for these 

flows. If the fluid is at rest up to moment 0t   then 
 

   ,0 , ,0 ,y y  V V 0 S S 0=                     (5) 

Eqs. (1)-(5) yields meaningful mathematical model of 

problem is represented by the following partial 

differential Eqs. 

   2

2

, ,
,

u y t u y t
v

t t y


  
  

   
                         

 
 

1

,
, ,

u y t
y t

t y
  

 
  

  
                        (6)    

where    , ,xyy t S y t  is the non-zero  shear stress and 

v





 is the kinematic viscosity and 
1



 the viscoelastic 

parameter of the second grade fluid. The governing 

equations corresponding to an incompressible 

fractionalized second grade fluid, performing the same 

motion in the absence of pressure gradient in the flow 

direction are [21] 

    
 

 2

2

, ,
,t

u y t u y t
v D

t y


 

 
 

                 

      
 

1

,
, ,t

u y t
y t D

y
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

 


                               (7) 

 

where 0 1   is the fractional parameter. Of course, 

the new material constant 1, although for the simplicity 

we keep same notations, tends to the original 1 as 

1.   The fractional differential operator so called 

Caputo fractional operator tD
 defined by 

 
 

 

 

 

0

'1
, 0 1,

1

, 1 ,

t

t

f
d

t
D f t

df t

dt






 

 




 

  
 






                         (8) 

and     is the gamma function. The system of partial 

differential Eqs.(7) with appropriate initial and 

boundary conditions, will be solved by the means of 

discrete Laplace transform. In order to avoid lengthy 

calculations of residues and contour integrals, the 

discrete inverse Laplace transform method will be used 

[6, 19-23, 25 45-46]. 

3 FORMATION OF INITIAL AND 
BOUNDARY CONDITIONS 

Consider an incompressible fractionalized second grade 

fluid occupying the space lying over an infinitely 

extended plane which is situated in the xz - plane and 

perpendicular to the y  -axis. Initially, the fluid is at rest 

and at the moment 0t   the plane start to move in its 

own plane. Here we assume the existence of slip 

boundary between the velocity of the fluid at the plane 

 0,u t  and the speed of the plane, the relative velocity 

between  0,u t  and the plane is assumed to be 

proportional to the shear rate at the plane. Due to the 

shear, the fluid above the plane is gradually moved. Its 

velocity is of the form (4)1, while the governing 

equations are given by Eqs. (7). The appropriate initial 

and boundary conditions are 
 

 ,0 0 0,u y y                       (9)                                

     
 

0

,
0, ,n

y

u y t
u t UH t t H t

y





 


                     (10) 
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where ( )H t   is the Heaviside function  and  is the slip 

strength or slip coefficient. If 0   than the general 

solution without slip effect will be obtained. If  is 

finite, fluid slip occurs at the plane but its effect depends 

upon the length scale of the flow. Furthermore, the 

natural condition is as under 

 , 0u y t   as y  and 0t  ,               (11) 

have to be satisfied. They are consequence of the fact 

that the fluid is at rest at infinity and there is no shear in 

the free stream. 

4 CALCULATION OF THE VELOCITY     
FIELD 

 

In order to find exact analytical solution for velocity 

field, we apply the Laplace transform formula to Eq. 

(7)1 for a sequential fractional derivative and taking into 

account initial condition (9) we find that  
 

 
2

2
, 0,

q
u y q

y v q

 
  

  

                          (12) 

where  ,u y q  is the image funciton of  ,u y t  and q   

is a transform parameter. Furthermore, the discrete 

Laplace of boundary condition (10) and natural 

condition (11) is as under 
 

 
 

01

,!
0, ,yn

u y qUn
u q

q y
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
 


   (13) 

and  

 , 0u y q   as y ,   (14) 
 

solving Eq.(12) under the boundary condition (13) and 

natural condition (14), we get 
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u y q y

v qq
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                    (15) 

In order to obtain     1, ,u y t L u y q  and to avoid the 

lengthy and burdensome calculations of residues and 

contours integrals, we apply the discrete inverse 

Laplace transform method [6,19-23,25,45-46]. Before 

applying discrete inverse Laplace transform, firstly we 

rewrite (15) in series form and using the fact 
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Inverting (17) by means of discrete inverse Laplace 

transform, we find that  
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The wright generalized hypergeometric funciton  is 

defined as below 
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In terms of wright generalized hypergeometric function 

(19) we write velocity field expression (18) as a simple 

form  
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5 CALCULATION OF SHEAR 
STRESS 

In order to obtain shear stress  , ,y t  apply discrete 

Laplace transform to Eq. (7)2, we find that 

   
 

1

,
, ,

u y q
y q q

y

  


 


                  (21) 

where     , ,y q L y t   and q   is transform 

parameter. Using equation (15) into Eq. (21) we get 
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Furthermore Eq. (22) can be rewritten in series form as 

under 
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To obtain shear stress apply discrete inverse Laplace 

transform to Eq. (23) we get  
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Eq. (24) can be written in simple form by using wright 

generalized hypergeometric function (19) we have 
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6 SPECIAL CASES 

6.1 Ordinary second grade fluid with 
slip effects 1   

Letting 1   into Eqs. (20) and (25), we find the 

velocity field and the shear stress corresponding to 

ordinary second grade fluid with slip effects. 

6.2 Fractionalized second grade fluid   
without slip effect for 0   
Letting 0   in Eqs. (20) and (25), respectively we 

gvet  
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the velocity field and shear stress corresponding 

fractionalized second grade fluid without slip effects. 

6.3 Ordinary second grade fluid without 
slip effects 1    
 

Taking 1   into Eqs. (26) and (27), we find the 

velocity field and shear stress corresponding to ordinary 

second grade fluid without slip effects.  

 

6.4 Newtonian fluid with slip effect 0     
For 0  , Eq. (15) reduces as under  
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Rewrite Eq. (28) in series form as below 
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Inverting (29) by means of discrete Laplace transform 

we get 
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Since wright function is defined as 
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Simple form of Newtonian fluid with slip effect can be 

obtained using wright function (31) as below 
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Similarly for finding shear stress ( , )y t  for Newtonian 

fluid with slip effect put 0  , into Eq. (22) we get 
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For finding     1 , ,L y q y t    we rewrite (33) in 

series form as below 
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Inverting (34) by means of discrete inverse Laplace 

transform we get 
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Using wright function (35) can be written as 
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6.5 Newtonian fluid without slip effect   
  0   
Finally taking 0   in Eqs. (32) and (36) the solution 

for Newtonian fluids without slips effects are obtained. 

7 NUMERICAL RESULTS AND 
DISCUSSION 

In the last sections, we have determined exact analytical 

solutions for fractionalized second grade fluid moving 

over the plane. In order to discuss some relevant 

physical aspects of the obtained results, many graphs 

are sketched in the present section.  Attention has been 

focused on analyzing the difference between the 

velocity and shear stress profiles of fractionalized 

second grade fluid for the flow induced by a moving 

plane. We interpret these results with respect to the 

variations of emerging parameters of interest. The 

diagrams of the velocity field ),( tyu and, the shear 

stresses ),( ty  
have been drawn against y   for different 

values of time t   and the material constants  θ, ν, α,
  
the 

power n   and fractional parameter . For the sake of 

simplicity, all graphs are plotted by taking 1U , 

295.0 , 26 , 5.0 , ,2.0  and using 

Mathcad software. It is also note effects of material 

parameters on shear stress ),( ty  
profiles are discussed 

in absolute sense.  In Figs.1, the diagrams of the velocity 

and the shear stress at three different times for 

fractionalized second grade fluid are presented. It is 

clear that, both the velocity and the shear stress are 

increasing functions with respect to time t   and 

decreasing ones with respect to the height y  . Fig. 2 

provides the graphical illustration for the effect of 

material parameter  on the two entities. The velocity 

as well as shear stress are increased with the increase of 

material parameter  . The influence of the kinematic 

viscosity   on the fluid motion is shown in Figs.3. 

Again both the velocity and the shear stress are 

increasing functions with respect to kinematic viscosity 

 . The variation of fractional parameter   on fluid 

motion is shown in Figs. 4. The velocity filed ),( tyu
 

and the shear stress ),( ty  have opposite behavior 

when fractional parameter   increases. The velocity 

field increases and shear stress decreases with regard to 

fractional parameter . Figs.5 are prepared to show the 

effect of the slip parameter   on the fluid motion. As it 

was to be expected, both the velocity and the shear 

stress are decreasing functions with regard to the slip 

parameter   and this effect is clear near the moving 

plane.  Fig.6 is established to show the behavior of the 

parameter n  . It is observed that both entities are 

increasing function of the parameter n  . The velocity 

field and shear stress decrease as we move up form the 

plane. This phenomenon is clear from Figs.7. Finally, 

for comparison, the profiles of the velocity and the shear 

stress corresponding to the four models (fractionalized 

second grade for 0.5 0.2,β  , ordinary second grade 

,1  Newtonian) are together depicted in Fig.8 and 9. 

For two different values of  t  =4s, 10s and of the 

common material constants. It is clearly seen from these 

diagrams that, that the fractionalized second grade 

fluids have largest values and Newtonian fluid is 

smallest for both entities of interest. The select the 

reasonable value of the fractional parameter  , 

corresponding to the optimum dynamical system, 

results by comparison with the experimental results. 

The units of the material constants in all figures are SI 

units. 

8 CONCLUDING REMARKS 
In this paper, the unsteady flow of a fractional second 

grade fluid over an infinite plane where no-slip 

assumption is no longer valid is studied by means of the 

discrete Laplace transforms and infinite series. The 

motion of the fluid is due to the plane that at time  0t  

is moved with a velocity ( ) nUH t t  in its plane. The 

general analytical solutions are obtained for the velocity 

),( tyu  and the shear stress ),( ty under series form in 

terms of the Wright generalized hypergeometric 

function 
qp , and presented as sum of the slip 

contribution and the corresponding no-slip contribution, 

satisfy all imposed initial and boundary conditions. The 

similar solutions for ordinary second grade and 

Newtonian fluids, can easily be obtained as limiting 

cases of general solutions. Furthermore, the solutions 

for fractionalized and ordinary second grade fluid, when 

slip effect is not present are also obtained as a special 

cases. Finally, the influence of the material, slip and 

fractional parameters on the motion of fractionalized 

second grade fluids is underlined by graphical 

illustrations. The difference among fractionalized 

second, ordinary second grade and Newtonian fluid 

models is also highlighted. The important conclusions 

from present study are the following. 

 The general solutions (20) and (25) are 

presented as a sum of the slip and the 

corresponding no-slip contribution. These 

solutions can be easily particularized to give the 

similar solutions for ordinary second grade 

fluid. 
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 Both velocity field ),( tyu  and the shear stress 

),( ty , are increasing functions with respect to 

the time,   material parameter   and kinematic 

viscosity   . 

 The fractional parameter    has strong 

influence on the fluid motion. It is noted that 

fractional parameter have opposite effect on 

velocity and shear stress profiles. 

 The increasing values of slip parameter   slow 

down the fluid motion. 

 As expected, the increasing values of n   and 

the height y   increases and decreases the fluid 

motion respectively. It is also observed that all 

pertinent parameters have clear effects near the 

moving plane. 

 The fractionalized second grade fluid moving 

fast in comparison to ordinary second grade and 

Newtonian fluids. 

 

Figure 1: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade fluid 

given by Eqs. (20) and (25), for 1U , 295.0 , 26 , 5.0 , 2.0 , 5 , 2n   and different values 

of t.  

Figure 2: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade 

fluid given by Eqs. (20) and (25), for 1U , 295.0 , 26 ,  2.0 , 5 , 2n   , st 4  and different 

values of  .  

Figure 3: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade fluid 

given by Eqs. (20) and (25), for 1U , 88 , 5.0 , 2.0 , 5 , 2n  , st 4  and different values of 

 . 
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Figure 4: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade fluid 

given by Eqs. (20) and (25),  for 1U , 295.0 , 26 , 5.0 , 5 , 2n  , st 4  and different values of 

 . 

Figure 5: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade fluid 

given by Eqs. (20) and (25),  for 1U , 295.0 , 26 , 5.0 , 2.0 , 2n   , st 5  and different values of   . 

Figure 6: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade fluid 

given by Eqs. (20) and (25), for 1U , 295.0 , 26 , 5.0 , 2.0 , st 2  and different values of n  . 

Figure 7: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade fluid 

given by Eqs. (20) and (25),  for 1U , 295.0 , 26 , 5.0 , 2.0 , 5 , 2n   and different values of  

y . 
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Figure 8: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  
for fractionalized second grade, 

ordinary second grade and Newtonian fluids given  for 1U , 295.0 , 26 , 5.0 , 1 & 0.5 0.2,β  , 5

, 2n    and  st 4 . 

 

                                  
Figure 9: Profiles of the velocity field ),( tyu  and the shear stress ),( ty  

for fractionalized second grade, 

ordinary second grade and Newtonian fluids given, for 1U , 295.0 , 26 , 5.0 , 1 & 0.5 0.2,β  , 

5  and st 10 .
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ABSTRACT 
Austenitic stainless steels undergo intergranular corrosion, when they are heated in the range of 500oC to 

850oC, and then slowly cooled. Intergranular corrosion is the cause of many failures in Austenitic stainless 

steel which causes the material to fail in a brittle manner. Electrochemical Potentiokinetic Reactivation test is 

the latest Non- Destructive tool to analyze the sensitization behavior of materials. In this research, the effect 

of tempering temperature on susceptibility to intergranular corrosion was examined in AISI 304 Stainless 

Steel by Double loop electrochemical potentiokinetic reactivation (DLEPR) test according to ASTM standard 

G108. Microscopic examination is carried out by oxalic etch test according to ASTM standard A262 Practice 

A, to validate the results obtained from DLEPR test. Potentiostat samples were initially Solution annealed and 

then quenched to produce a homogenized structure. These samples were then tempered (heated) at several 

temperatures to induce different levels of sensitization in samples. The degree of Sensitization (DOS) was 

measured with the help of DLEPR and the results were validated by microstructural analysis.  

Keywords: Intergranular Corrosion, AISI 304, Solution Annealing, DLEPR, Sensitization. 

1 INTRODUCTION 
Austenitic stainless steels show outstanding 

mechanical properties as well as unmatched 

Corrosion resistance that make them an ideal 

material for petrochemical, fertilizer and nuclear 

industries. [1] 

Austenitic stainless steels are designated as AISI 

200 and 300 series that are non-Magnetic ferrous 

alloys. AISI 304 and AISI 316 are the most 

common grades of Austenitic Stainless steels. [2] 

In aqueous environment a passive film of Cr2O3 is 

formed on the surface, which gives it excellent 

corrosion resistance. [3] 

These steels, when heated in the temperature range 

of 500-850oC, Chromium precipitates out and 

forms Chromium carbide along grain boundaries. 

This Chromium carbide results in Chromium 

depletion in the region around grain boundaries. 

This depletion causes percentage of Chromium to 

decreases well below 12% (which is minimum 

amount of Chromium, necessary to make Stainless 

Steel) in nearby material.   In this region material 

does not behave as Corrosion resistant. This 

material is known as ‘‘sensitized material’’. This 

sensitized material when exposed to corrosive 

environments, Chromium depleted region 

dissolves leading to Intergranular Corrosion (IGC). 

This is only possible when the region around grain 

boundary has less than 12% chromium, because 

steels having chromium greater than 12% possess 

passivity.  

Carbon is generally considered as an undesirable 

impurity in primary solid solution of Chromium 

steels. While it stabilizes the primary solid 

solution structure, it has a good affinity 

for Chromium (Cr), due to this affinity, Cr 

carbides, M23C6 form whenever carbon reaches 

levels of supersaturation in primary solid solution, 

and diffusion rates are adequate for carbon 

and Cr to segregate into precipitates. The solubility 

of carbon in primary solid solution is over 0.4% 

at activity however decreases greatly with 

decreasing temperature [2]. 

The equilibrium diagram for carbon in a basic 

18%Cr10%Ni alloy is shown in Fig 1. At ambient 

temperature, little or no carbon is soluble in 

Austenite; even the 0.03% of L grades is mostly in 

a supersaturated solution. The absence of carbides 

in solid solution stainless-steel is because of the 

slow diffusion of carbon and therefore the even 

slower diffusion of Cr in solid solution. At a carbon 

level of 0.06%, which is found in most 304, 

supersaturation is reached below about 850°C. 

Below this temperature, supersaturation increases 

exponentially, while diffusion decreases 

exponentially. This results in precipitation rates 

that vary with temperature and carbon level as 

shown in Fig 1. 
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Desensitization of a Sensitized material can be 

achieved by Solution treatment at a temperature of 

1050oC to 1150oC which dissolves chromium 

carbides again into solution. Time-Temperature-

Sensitization (TTS) diagram is referred to study the 

effect of tempering temperature on Austenitic 

stainless steel. This diagram illustrates time 

required for isothermal sensitization at different 

temperatures. [1] 

There are various standard methods, like oxalic 

acid test, Strauss test, Huey test, Streicher test, and 

Copper–Copper Sulfate-50 % sulphuric acid test, 

that can be used to analyze the  susceptibility to 

intergranular corrosion in accordance with ASTM 

A-262 [5]. All of the above mentioned tests are 

time consuming and none of these is a quantitative 

and non-destructive method.  

The research has been carried out for last many 

years to develop electrochemical potentiokinetic 

reactivation tests (EPR); these tests (single and 

double loop) have been broadly used to determine 

the degree of sensitization of stainless steels. The 

aim of EPR tests is to reveal the adjacent areas of 

the precipitates, where the chromium concentration 

decreases below a critical value in order to obtain 

quantitative electrochemical parameters of the 

degree of sensitization. [6] 

In this study the effect of tempering temperature on 

susceptibility to intergranular corrosion is 

observed. ASTM A-262 Practice A, test was used 

to investigate intergranular corrosion with the help 

of microstructures. Degree of sensitization was also 

calculated by using Double loop electrochemical 

potentiokinetic reactivation (DLEPR) test.

 

2 EXPERIMENTAL WORK 

2.1  Material Selection 
A square cross-sectional bar of AISI 304 stainless 

steel having a cross-section of 16mm x16mm is 

purchased with the assurance of the Mill test 

certificate. The Chemical composition of the 

material purchased is shown in Table 1. 

2.2 Sample preparation 
Three types of sample were prepared, for testing of 

sensitization by Double loop EPR test, oxalic etch 

and impact test for the validation of results. 

For DLEPR six cylindrical samples with 7 mm 

diameter and 70 mm length are prepared. On one 

side; the surface of rod is made flat for the purpose 

of clamping. 

For oxalic etch test six samples were cut from the 

DLEPR samples for observation of microstructure. 

The samples were first soldered with a piece of 

wire to give electrical connection and mounted 

(cold mounting) and then ground on P240, P320, 

P400, P600, P800, P1000 Silicon carbide papers 

following polishing with Alumina paste. 

2.3 Heat Treatment 
Heat treatment cycles are designed according to the 

sensitization range of AISI 304 stainless steel. All 

the samples are solution annealed to 1050°C for 

40minutes followed by water quenching. These 

samples are then tempered at 600°C, 625°C, 

675°C, 700°C and 750°C for 40 minutes followed 

by air cooling in order to simulate different degrees 

of sensitization. 

2.4 DLEPR Tests 
For detecting degree of sensitization to 

intergranular corrosion, first the test solution (1L of 

0.5M H2SO4 + 0.01M KSCN + distilled water) [5] 

has to be prepared freshly under a ventilated hood. 

Firstly, the specimen was subjected to open circuit 

condition (during which cell was off) for 2 min so 

that E
corr 

(open circuit potential) develops. Then 

sample is polarized and voltage is scanned 

anodically from E
corr

to + 0.3 V vs SCE (reference) 

with the regarding scan rate (i.e., 1.667 mv/sec), 

after which it is reversed back at the same scan rate 

to E
corr. 

[4] The polarization curves forms were then 

Figure 1. Time-Temperature-Sensitization 

curve. [4] 

Table 1. Chemical compositions of AISI 304 type 

stainless steel (WT %), Iron as balance 

Elements C Si Mn P S Ni Cr 

Compos-

ition 
0.065 0.43 1.83 0.027 0.024 8.02 18.60 

40



Proceedings of FIMEC, 9-10 May 2015, Karachi, Pakistan 

examined to determine peak current. %DOS is then 

calculated from Ir:Ia ratio. 

2.5 Oxalic etch test 
The test sample was connected to the positive 

terminal of the DC Power and a cylindrical piece of 

stainless steel is made as cathode (connected to 

negative terminal). The electrolyte is a solution of 

10gram oxalic acid (H2C2O4.2H2O) crystals 

dissolved in 100ml water. The samples were etched 

at a current density of 1 Amp/cm2 for 1.5 min 

according to ASTM A262. The etched surfaces 

were examined under metallurgical microscope at 

400X.  

3 RESULTS AND DISCUSSION 

3.1 EPR test results 
The samples were polarized and the voltage was 

scanned anodically from E
corr

 vs SCE (reference 

electrode) with the scan rate of 1.667 mv/sec. Later 

on, it was reversed back at the same scan rate to 

E
corr

.  The degree of sensitization is determined 

by eqn(1): 

DOS =  
Ir

Ia
x 100                        (1) 

Table 2 shows the DLEPR results of the AISI 304 

samples immersed in test solution at different 

tempering temperatures. It is evident from this 

table that the corrosion rates of 304 ASS samples 

are increasing as temperature increases as cited by 

Ayo S. Afolabi et al. [7]. This trend of results is 

also similar to the Oxalic etch test results discussed. 

It can also be seen from the table 2 that reactivation 

current (Ir) values to move to more positive values 

as tempering temperature increases.  

S. TEMPERA

o

TIME Ia Ir %D

2 600oC 40 209 5.0 2.4 

o

o

o

 

 

This indicates that dissolution of the metal at grain 

boundaries takes place with increase in tempering 

temperatures, as shown in Figure 2. 

3.2 Oxalic acid etch test results 
All micrographs obtained after Oxalic acid etch test 

show that there are several black spots present on 

the surface of samples. These black spots indicate 

the existence of pits on the samples. The reason 

behind the pitting of samples is that during the 

electrochemical test, KSCN was used as an 

activator. It is used for breaking of passivation 

layer and to corrode the samples. Drawback of 

using KSCN is that it introduces pitting corrosion 

in the sample which permanently remains on the 

samples. After oxalic etching, these pits are clearly 

visible. 

 

4 CONCLUSION 
In this study, the effect of different tempering 

temperatures on susceptibility to intergranular 

corrosion of AISI 304 stainless steel has been 

examined. Based on the results obtained, following 

conclusion can be made. 

The DLEPR test results showed that the degree of 

sensitization increases with increase in tempering 

temperature. This increase in sensitization is due to 

Figure 2: DLEPR curves for all the samples. 

Table 2. DLEPR test results for AISI 304 type 

stainless steel. 

Figure 3. Micrograph of AISI 304 sample, 

Tempered at 800oC at 400x. 

-6.00E-01

-5.00E-01

-4.00E-01

-3.00E-01

-2.00E-01

-1.00E-01

0.00E+00

1.00E-01

2.00E-01

3.00E-01

4.00E-01

-5.00E-020.00E+005.00E-021.00E-011.50E-012.00E-012.50E-01

Solution
annealed

600  ͦC

675 ͦC

750  ͦC

800  ͦC

1 Solution 40 148 2.1 1.46 

annealed  

3 675 C 40 171 23 13.8 

4 750 C 40 211 39 18.8

5 800 C 40 189 39  20.6

x100

No -TURES (mins) mA mA OS 

. (in C)           (Ir/Ia)
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higher mobility of Carbon as a result of increasing 

temperature. Sensitization occurs due to the 

precipitation of Carbides (particularly Chromium 

carbide) along the grain boundaries.  

This linear behavior of Carbide precipitation has 

also been observed with the help of Optical 

microscope. Samples sensitized at several 

temperatures were observed on microscope after 

etching them in Oxalic Acid. These micrographs 

confirmed that, in this temperature range, DOS for 

AISI 304 Stainless steel follow linear behavior. 
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Abstract 
In this study, Chemical reduction route of synthesis of Silver Nanoparticles by Glucose was used. The reaction 

proceeded with the solution turning colorless to brown and showed UV–visible spectra characteristic of silver 

nanoparticles (λmax= 420 nm). Scanning electron microscope (SEM) observations showed the presence of 

silver nanosized crystallites after short incubation period. When the reaction mixture was left for longer period, 

very few micro-aggregates were also observed. Synthesised Silver Nanoparticles were added in Polyester 

Resin as Nano fillers and the mechanical properties of modified and unmodified resins were evaluated. 

Modification by silver nanoparticles, found to have a direct relation with the mechanical properties of resin as 

an increase in both shore hardness and tensile strength was observed. 

Keywords: Silver Nanoparticles, Nobel metals, Silver, Nanotechnology, Modified resin, Polyester. 

1 INTRODUCTION 
Noble metal nanoparticles such as Gold (Ag) and 

Silver (Au) nanoparticles have always been a basis 

of great curiosity due to their novel electrical, 

optical, physical, chemical and magnetic properties 

and for their attractive biophysical, biochemical, 

and biotechnological applications. Apart from 

excellent chemical stability, Gold and silver 

nanoparticles also exhibit Raman scattering 

(SERS) in the range of visible spectrum. The 

resonance frequencies are typically the function of 

particle shape and size as well as of optical 

properties of the material [1]. Nobel metal Silver, 

for instance, has been used as a disinfectant; while 

its pronounced role as a catalyst cannot be 

challenged [1,2]. On the other side, Gold 

nanoparticles have developed considerable 

attention in last few years for potential applications 

in medicine and pharmacy as their electronic, 

chemical, optical properties are depended upon the 

size of the particle, due to this scientists are hopeful 

for targeted cancer treatments such as radiotherapy 

and thermal therapy by using gold nanoparticles[3] 

Chemical methods are usually preferred to 

synthesis of Silver nanoparticles (Ag NPs) and 

among them chemical reduction is an appropriate 

choice of making stable, colloidal solution of silver 

in water or organic solvents. However, there is no 

restriction in synthesising Ag NPs using other 

chemical methods [4]. Polyols, NaBH4, N2H4, 

sodium citrate etc are some of the typical reducing 

agents [5]. For higher reaction rates, elevated 

temperature methods of synthesising Ag Nps are 

mostly used, however there also some methods ot 

synthesize them at room temperature. Sodium 

dodecyl sulphate (SDS), polyvinyl pyrrolidone 

(pvp), tri-sodium citrate is some capping agents to 

prevent agglomeration of Ag Nps. [6]. Typical 

Thermal methods include a reduction of Ag+ by 

dextrose [5], hydrazine [7] and/or formaldehyde 

sulphoxylate (SFS) [8] as a reduction agent. 

Size and morphology of Silver Nanoparticles are a 

function of temperature of reaction. Some 

researchers were able to synthesise both disk and 

globular morphology of Ag Nps, using silver-

mirror reaction [9]. Some researchers focused on 

the large scale preparation of Silver Nanopowder, 

for example, Khanna et al, were able to device a 

large scale process of preparation of silver 

nanoparticle of size less than 50 nm by using tri-

sodium citrate which was used as initial surfactant- 

cum-reducing agent followed by sodium 

formaldehyde sulphoxylate (SFS), a secondary 

reducing agent.  

The sole purpose of this study was to synthesise 

silver nanoparticles using optimum parameters and 

conditions (structured synthesis of Silver 

Nanoparticles). Considering the wide application 

range of silver nanoparticles, the synthesised silver 

nanoparticles were then employed in modification 

of unsaturated Polyester resin. The effects of this 

modification were verified through mechanical 

testing. 

2 EXPERIMENTAL WORK 

2.1 Materials and Methods  
AgNO3 (99%, Merck), Glucose and Diethyl 

Amine were used without further purification. All 

the experimental work is carried out in deionised 

water. Sterilised syringes were used for handling 
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colloidal solutions. The labware and glassware 

used in the experiments were washed using 

deionised water, rinsed thoroughly with Acetone.  

2.1.1 Preparation of Silver Nanoparticles: 
Initially, aqueous solutions of Silver Nitrate and 

Glucose were prepared with predefined molarities 

of 3mM and 5mM respectively. These solutions 

were mixed and stirred using Magnetic Stirrer for 

2 hours to obtain a homogeneous solution. After 

which an aqueous solution of Diethyl Amine 

(DEA) of a pre-defined molarity of 115mM was 

added to it and stirred vigorously. This addition 

triggered the reduction process and the color of the 

solution changed to brown and lastly green colored 

precipitates were obtained. Decantation and 

washing was then carried out several times with 

deionised water, the precipitates then collected 

were dried in air at 60oC.   

The governing Equations are:  

NH(C2H5)2(DEA) + H2O NH2(C2H5)2 + OH
- 

R-CHO + 2OH
- 

R-COOH + H2O + 2e
- 

Ag
+ 

+e 
- 

Ag + 2NH (C2H5)2 

The final dried powder (green colored) was taken 

to further characterisation. Schematic of process is 

presented in Figure 1.  

2.1.2 Modification of Polyester Resin: 
Unsaturated Polyester Resin (Industrial Grade), 

Methyl Ethyl Ketone Peroxide (MEKP), hardener 

of Polyester, Cobalt Octoate (2%) and Synthesised 

Silver Nanoparticles were used without further 

purification. Sterilised syringes were used for 

handling hardener and Cobalt Octoate. The labware 

and glassware used in the experiments were 

washed using Deionised water, rinsed thoroughly 

with Acetone.  A Glass mould (203.2 x 20.32 mm) 

was initially prepared, which was used to cast the 

rectangular tensile test specimens. A common 

practice of cleaning mould using acetone and then 

applying a fine layer of wax was employed when 

needed. Polyester resin (15 ml) was taken in a 

graduated cup, MEKP (1% by volume of resin) 

resin was added, Manual mixing was carried out for 

at least 3 minutes followed by addition and mixing 

of Cobalt Octoate (4-6 drops). The resin was then 

poured into the mould and left for 12 hours in an 

ambient environment. Similarly another 

experiment was carried out in which 1% AgNPs 

Solution was added with Cobalt Octoate. 

 

 

3 CHARACTERISATION  

3.1 Silver Nanoparticles:  
The dried powder was characterised using number 

of techniques. The powder was tested for initially, 

for its optical absorption property using a Spectrum 

Lab, UV–Visible spectrometer, to confirm the 

formation of Nano silver. For this test, Powder was 

dispersed using stirring to obtain a colloidal 

solution, which was further subjected to sonication. 

The powder samples were subjected to X-ray 

diffraction (XRD) studies on a Philips, 

PANALYTICAL XRD to understand their 

chemistry and structure. Morphological studies 

along with size and shape of particles were carried 

out using a Quanta 200 Scanning Electron 

Microscope equipped with EDAX.  

3.2 Modified Polyester:  
After curing, Mechanical characterisation was 

carried out. Tensile testing was done on Super L60, 

Tinius Olsen Tensile testing Machine, while Shore 

hardness testing machine was employed for 

hardness testing (Scale D).  

 

Figure 1. Process layout for Synthesis of Silver 

Nanoparticles 
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4 RESULTS AND DISCUSSION 

4.1 Silver Nanoparticles 

4.1.1 Visual observations and UV–visible 
spectroscopy: 
When synthesis of Silver Nanoparticles was carried 

out using Glucose and Diethyl Amine (DEA), the 

reaction was actually dependent upon the mixing of 

Precursors, after incorporation of all precursors the 

solution remained unchanged i.e. no colour 

variation was observed, however as the vigorous 

mixing proceeded, the colour started to change 

from colourless to yellow then light brown, dark 

brown finally green colour solution was obtained 

with silver patches in the beaker which are 

characteristic of presence of Silver in the solution. 

Consider figure 2.  

Control silver nitrate solutions (without Glucose) 

can never develop changes of brown color nor can 

they display the spectrum peak. These results 

indicated that abiotic reduction of silver nitrate did 

not occur under the reaction conditions that were 

used. The Viscosity of DEA was (on Avg.) 350 cps. 

The UV–visible spectra of reaction mixture, 

depicted in Figure 3, has surface plasmon peak for 

silver nanoparticles, a smooth and narrow 

absorption band in between 410 - 418 nm was 

observed which is typical of monodispersed 

(spherical) nanoparticles. The exact wavelength at 

which there is the maximum absorbance depends 

on several system features, for example it depends 

on the size, shape and distribution of nanoparticles, 

and it also depends on the dielectric behavior of the 

nanoparticles in its surrounding medium. 

The colloidal solution forms were stable up to 

longer period of time and are virtually unaffected 

by minor temperature variations, however it is 

recommended to use Proper Dispersant and 

Surfactant, when synthesising Silver 

Nanoparticles. 

 

 

4.1.2 XRD studies: 
The crystalline nature of silver nanoparticles was 

confirmed from XRD analysis. Figure. 4 shows the 

XRD pattern of Ag nanoparticles obtained. The 

diffraction peaks appeared at 38.3◦, 44.5◦ and 64.6◦ 

correspond to the (1 1 1), (2 0 0) and (2 2 0) facets 

of the face centered cubic crystal structure, 

respectively.  

 

From this study, considering the peak at degrees, 

average particle size has been estimated by using 

Debye-Scherrer formula  

 

D =
0.9 λ

βcos θ
          

[10] 

 

Where ‘λ’ is wave length of X-Ray (0.1541 nm), 

‘β’ is FWHM (full width at half maximum), ‘θ’ is 

the diffraction angle and ‘D’ is particle diameter 

size. 

The particles size calculated from XRD Pattern by 

using the Scherrer’s equation predicts the 

nanopowder may have the uniformed size less than 

30nm. 

4.1.3 Scanning Electron Microscopic Studies: 
A scanning electron microscope was used to 

analyse the structure of the nanoparticles that were 

formed. Representative SEM micrographs are 

Figure 2 a, b, c. Mixing of Precursors (a) 

Colorless Solution (b) Reduction Started as color 

started to change (c) Silver patches started to 

appear on walls of beaker 

Figure 3. UV–visible spectra of Silver 

Nanoparticles having a smooth and narrow 

absorption band in between 410 - 418 nm 

Figure 4. XRD Pattern of Silver Nanoparticles 

synthesised using Chemical Reduction route 

a b c 
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shown in Figure. 5 a, b and c, respectively. From 

the figure 5 a, it was evident that the silver 

nanoparticles coalesced to nano-clusters. When 

reaction mixtures were incubated for longer 

periods, some nanoparticles aggregated into micro 

particles.  

 

It was noted that leaving solution for longer period 

of time will settle down majority of Particles, 

leaving a homogenous colloidal solution of Silver 

Nanoparticles, Moreover in all experiments any 

sort of Surfactant was not used, so clustering of 

Nanoparticles was predominant in all experiments. 

SEM micrograph depicted the presence of Silver 

Nanoparticles were of spherical in shape.  

4.2 Effect of Silver Nanoparticles as 
Nano Fillers 

4.2.1 Visual observations: 
The resin in its mixing stages with 1% AgNPs, 

changes its colour to green, however after curing 

the resin had lost considerable amount of its 

transparency. Silver nanoparticles were 

homogenously dispersed in the resin. Beside the 

transparency, loss of toughness was also evident as 

depicted in figure 6a, i.e. a fractured sample of an 

unmodified resin shows a shear fracture 

morphology which proves the presence of ductility 

in unmodified resin. However as in figure 6b, the 

flat shiny fractured surface proves complete brittle 

fracture in modified resin.  

 

4.2.2 Tensile and Hardness Studies: 
Effects of AgNPs on the Polyester tensile 

properties are shown in figure 7. Modification by 

1% showed a remarkable, approx. 39%, increase in 

the tensile strength of Polyester resin. 

In general, it was observed that inclusion of a small 

percentage of submicron and nano particles 

(around 1%) improves all tensile properties of the 

cured Polyester resin system under investigation. 

Literature review revealed that the nano particles 

(under 10 nm) are used as toughening agent in the 

Polyester resin, its ultimate tensile strength (UTS) 

can be improved, more than what could have been 

achieved by using submicron particles (250 nm). 

The crystallinity of Polymer is associated with the 

folding of Molecular chains, however in this case it 

must be established that the presence of Nano 

clusters of Silver had forced molecular chains of 

Polyester to come close to each other and align in a 

pattern. This behaviour of Polymer was of prime 

importance when synthesising a composite having 

reinforcement other than particles. The resultant 

composite may have much improved Tensile 

Strength and required Toughness as well.  

Modification considerable increased the hardness 

of the resin, which is certainly associated with the 

presence of crystallinity and the rigid network 

created by Nanoparticles. The comparison of 

hardness values is presented in figure 8, which 

shows more than 100% increment in the hardness 

value of Polyester resin.   

 

 

5 CONCLUSIONS  
Following conclusion can be drawn from the result 

of this study: 

Figure 5 a, b, c. Scanning Electron Microscopy of 

Silver Nanoparticles (a) Cluster of Nanoparticles 

(b, c) Silver Nanoparticles with different particles 

sizes. 

Figure 6. Visual observation of fractured sample 

a) Unmodified Resin b) Modified resin 

 
Figure 7. Comparison of Tensile properties of 

modified resin with unmodified 

Figure 8. Comparison of Hardness of modified 

resin with unmodified one. 

b 
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1. Test results showed that the one of the easiest 

method of synthesis of Silver Nitrate is 

Reduction by using DEA and Glucose. The 

colloidal solution forms are stable up to longer 

period of time and are virtually unaffected by 

minor temperature variations. 

2. XRD results confirmed the formation of Silver 

nanoparticles, moreover XRD pattern was 

utilised to find the particle size, which is found 

to be under 30nm. 

3. SEM micrograph depicted the presence of 

Silver Nanoparticles were of spherical in shape. 

4. As Nano fillers, AgNPs were proven to be 

handy in increasing strength by inducing 

crystallinity. Additions of 1% showed a 

remarkable increase in Strength (approx. 39%). 

5. Hardness was also increased as Nano clusters 

of Silver had forced molecular chains of 

Polyester to come close to each other and align 

in a pattern. 
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Abstract 
This paper presents the synthesis of Alumina-Aluminium Titanate nano composite by reaction sintering and 

its characterisation. Alumina – Aluminium Titanate nano composite has a very good thermal stability and a 

very low thermal expansion which makes it suitable for use at high temperature without appreciable change 

in its dimensions. The paper describes the formation of Alumina 20% Titania nano composite, which includes 

99% pure Alumina & Titania. These materials were ball milled for forty hours, with ethanol as dispersant in 

high energy ball mill. 2% Poly Vinyl Acetate had been added for binding purpose. Mixing of binder was done 

for 10 hours in Four Jar Mixer. Afterwards samples were compacted at different pressures in uniaxial press. 

Reaction sintering was done in Muffle furnace at 1350 °C and the samples were cooled in air. The tablets were 

analysed using Optical Microscopy for surface analysis, Scanning Electron Microscopy for phase interaction 

and grain boundary study with in the composite. X-Ray Diffraction studies were done for phase analysis. 

Hardness of the samples was taken on Micro Vickers Hardness Tester. Further characterisation includes the 

porosity analysis of the samples. 

Keywords: Reaction sintering, Optical Microscopy, Scanning Electron Microscopy, Macro Vickers 

Hardness Tester, XRD. 

1 INTRODUCTION 
From the mechanical point of view, unlike to the 

brittle micro-grained ceramics, nanometer-grained 

ones are normally capable of putting up with 

important elongation before breaking at moderate 

temperatures (~0.5 Tm) [1]. The narrow grain size 

and the enormous amount of grain boundaries also 

result in unusual (thermo-) mechanical properties, 

e.g. super-plasticity and extreme hardness [2] . The 

high thermal shock resistance due to the negligible 

thermal expansion coefficient, additional to its low 

thermal conductivity and good chemical resistance 

makes the aluminum titanate (Al2TiO5) a suitable 

material for different technological applications 

[3,4,10]. Aluminum titanate exhibit two allotropic 

forms α and β, where β-AT is the stable phase [5]. 

Aluminum titanate presents two major problems: 

the thermodynamics instability of the Al2TiO5 

below 1280 °C and its poor mechanical resistance 

related to an extensive micro-cracking which is, in 

turn, responsible for the low thermal expansion. 

Cooling from the sintering temperature results in 

micro-cracking in AT [6,11]. Alumina based 

composite are prone to fracture due to its low 

fracture toughness. Improved flaw tolerance has 

been observed as a result of addition of AT due to 

induced residual stresses by virtue of thermal 

expansion mismatch between alumina and 

aluminium titanate [6]. In this work the concept of 

reaction sintering is utilised to form Alumina-

Aluminium Titanate nano composite in order to 

enhance the properties of the composite. 

2 EXPERIMENTAL 

2.1 Materials and Methods 
The materials used for the manufacturing of 

composite were Alumina (99.99 % pure Alpha 

Alumina, Merck). Titania that was utilised in the 

manufacturing of composite was (99.9 % pure, 

rutile and anatase, Merck).  

2.2 Manufacturing of composite 
The purity of powders was checked by X-Ray 

Diffraction analysis. The initial size of precursor 

was found to be 5000 nm of that of Alumina and 

370nm of that of Titania using Laser Particle Size 

Analyser (BT 9300, Better size Instrument 

limited). Scanning Electron Microscope (FEI 

Quanta 200) was used to confirm the particle size 

of Alumina and Titania. 
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The initial powders ratio was 80% Alumina and 20 

% Titania, blended in a ball-mill uniformly, in 

Bench-Top Planetary Automatic ball mill (EQ-MJ-

500) with Alumina jars and yittria stabilized 

Zirconia balls for 40 hours with fixed speed of 

400rpm and the ball to powder ratio was 10:1. 

Methanol was used as a dispersant medium in the 

experiment. After ball milling, drying was done in 

Gravity Convection Drying Oven with Digital 

Temperature Controller (EQ-DHG-9015-220) for 

10 hours. 2% Polyvinyl acetate (PVA) was used as 

a binding material for making ceramic tablets. 

Mixing of binder was done in Desk-Top Vertical 

Automatic Mixer with 4 x1 Liter Nylon Tank 

(MSK-SFM-2). 

Pressing of powder under various loads was done 

in Hydraulic Heavy Duty 100 Tons Manual 

Hydraulic Dry press. Drying was done in 12L 

Gravity Convection Drying Oven for 6 hours at 150 

°C. Binder burn off for the samples was carried out 

at 700 °C for one hour in air atmosphere in the 

electrically fired furnace (Protherm PLF 1400). 

Before going to 700 °C, the samples were hold at 

300 °C for 15 minutes in order to avoid the thermal 

shock. Sintering temperature was achieved without 

cooling the sample from binder burn off. Sintering 

temperature was 1350 °C Figure 1 shows sintering 

cycle. 

Characterization of samples was performed by X-

Ray Diffraction (Panalytical X’pert Pro MPD 

system). Microstructure of the samples was 

determined by Scanning Electron microscope (FEI 

Quanta 200) with EDX detector. Hardness of the 

samples was determined by Micro Vickers 

Hardness Tester (Wolpert 402 MVD), hardness 

was calculated using Eq.(1) according to American 

society of testing and Materials (ASTM) C 1327. 

𝐻 = 1.854
𝑃

𝑑2
              (1) 

Where H is the hardness of the material, P is the 

load and d is the length of diagonal impression of 

pyramid indenter. 200gf was applied when 

calculating harness of samples. 

3 RESULTS AND DISCUSSION 
Initial particle size was analysed using laser 

particle size analyser Figure 5 and Scanning 

electron microscope Figure 4. The initial particle 

size of Alumina was found to be 1000 nm. In order 

to reduce the particle size, the particles were ball 

milled in high energy ball mill. Laser particle size 

analyser was used to get the particle size 

distribution of alumina and Titania Figure 4. 

XRD of initial precursor was performed in order to 

find phases present in the sample. The XRD 

analysis of particles shows a high amount of Rutile 

phase in the initial TiO2 powder Figure 6. XRD of 

Alumina shows α-Alumina in excess The XRD 

pattern of Alumina is shown in the Figure 7, this 

was favorable for sintering. The XRD pattern of 

unsintered Alumina and Titania is shown in Figure 

8. The XRD pattern confirms the presence of 

Titania and alumina in the mixture. 
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Powder compressibility is known to be as one of 

the most critical factors in getting the compact and 

dense ceramic materials. This directly affects the 

green density and the fired density. Compaction 

mechanism of brittle powder can be divided in 

three stages. (I) Sliding and rearrangement of 

particles, (II) Fragmentation of brittle solids, (III) 

elastic deformation of bulk compacted power [7,9]. 

The stage includes the compaction of the particles, 

sliding and rearrangement of the agglomerated 

particles. With the increase in the pressure the 

movement of the particles is constrained, this 

exerts force on particles which results in 

disintegration process and frictional loses [8]. 

Figure 9 reveals the XRD results of Alumina 

Aluminium Titanate composite after sintering that 

only two phase has been detected. These phases are 

of Alumina and AT. The XRD analysis of sintered 

samples reveals that there were very little peaks of 

Titania is consumed in the conversion of Alumina 

into Aluminum Titanate. 

 

Figure 5. Initial particle size of (a) Alumina (b) 

Titania by Laser Particle Size Analyser 

Figure 6. XRD of Titania. Figure shows Rutile 

phase in excess 

Figure 7. XRD results of α-Alumina 

 
Figure 4. Particle size analysis of Alumina by 

Scanning Electron Microscope. 

Titania, giving indication that the most of the 
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The XRD pattern was taken form 10° - 90° with 

special consideration on 25° - 35°. XRD analysis 

was taken for different pressure. Analysis of 

density was carried out for different compaction 

pressure. The density of increased from 2.529 

g/cm3 to 3.00 g/cm3 i.e. 64 % to 76.92 % 

respectively [13]. Scanning Electron Microscope 

(SEM) analysis showed that the nano powders 

diffuse in each other upon sintering. Nano powders 

give higher contact points which eventually result 

decrease in the diffusion path. Hence sintering in 

this regard is increased due to the increase in 

coordination number. Mechanical properties were 

same trend as observed between compaction 

pressure and the density of the composite. Same 

trend was repeated here which showed the increase 

in hardness with the increase in pressure. Scanning 

electron microscope images were taken on the 

polished samples in order to reveal the surface 

morphology and cracking present if any. The 

addition of AT in the Al2O3 is very beneficial. This 

addition results in the control of grain growth of 

both Aluminum Titanate and Alumina. The surface 

analysis reveals no micro cracking in the sample 

representing the absence of abnormal growth of AT 

in the sample. Further analysis of sample in 

Scanning Electron Microscope at higher 

magnification reveals that there was a proper 

interface in between Alumina and AT grains as 

mentioned by Lu Hong-xia in [12,14]. SEM 

analysis additionally reveals that the particles were 

homogenously dispersed in the matrix and grain 

boundaries Figure 10. 

 

 

 
 

Figure 8. XRD analysis results of Alumina and 

Titania before sintering 

Figure 9. XRD Analysis of Alumina and AT 

composite after sintering 

a 

b 

analysed using Micro Vickers Hardness test ing 

machine . The hardness test showed that the 
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Figure 10: Scanning Electron Microscope images 

of the composite after sintering (a) shows the 

composite slightly less magnified, the micrograph 

shows grains interlocked in each other. (b) & (c) 

Images are at higher magnification which shows a 

higher magnification the phase boundaries and 

phase interaction (d) Image shows that samples are 

quite dense, homogenous and compact. 

4 CONCLUSION 
Al2O3-20 wt % AT composites was prepared by 

reaction sintering of Titania and Alumina at 

different compaction pressure. The relative density 

was 76.92 % which was observed. XRD pattern 

revealed the Al2O3 and AT phases present in the 

sample. 
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Abstract 
Corrosion causes a variety of problems, depending on the conditions under which engineering alloys applied. 

Stainless steels are generally very good corrosion resistant material and will perform satisfactorily in most 

environments. The electrochemical behaviour of passivating material has been studied in chloride containing 

environment in which they corroded locally. The Cyclic Polarization curves were obtained for passivating 

materials i.e. Stainless Steel in Chloride containing environments. The pitting potential, corrosion potential 

and passivating potential were analysed with respect to the chloride ion concentration. It is observed that in 

chloride containing environments the pitting starts at lower potentials as compared to the environments that 

contain less or no chloride ion contents. Results obtained establish the dynamic relationship and interaction 

between the chloride ion concentration and electrochemical potentials in the corrosion behaviour of the ferrous 

alloy at ambient temperature. It concludes that the higher the molar concentration of the electrolyte lower the 

potential required for Passivation and Pitting. 

Keywords: Passivation Potential, Pitting Potential, Cyclic Polarization Curve 

1 INTRODUCTION 
Pitting is one of the most insidious and destructive 

forms of localized attack on engineering structures. 

Stainless steels, like other passivating metals and 

alloys, are prone to pitting in halide ion-containing 

electrolytes [1]. It is long known that pit potentials 

can be rapidly measured also by the galvanostatic 

anodic polarization method[2].Without any doubt, 

the most common electrochemical technique used 

for determining such pit potentials is the cyclic 

slow potentiodynamic anodic polarization test 

which forms the basis of the ASTM G-61 test 

method applicable to iron-, nickel-, and cobalt-

based alloys for quality control and/or acceptance 

of materials [3].Corrosion causes a variety of 

problems, depending on the conditions under 

which engineering alloys applied. Steel corrosion 

is an electrochemical process, initiated by certain 

electrolytic conditions in the proximity of the steel 

member. Stainless steels are generally very 

corrosion resistant and will perform satisfactorily 

in most environments. The limit of corrosion 

resistance of a given stainless steel depends on its 

constituent elements when exposed to a corrosive 

environment; however under exposure in certain 

industrial conditions stainless steel corrodes in the 

form of localized attacks (pitting), due to inclusions 

or a breakdown of the passive film. Pit type 

corrosion is simple galvanic corrosion, occurring 

as the small active area is being attacked by the 

large passivated area. This difference in relative 

areas accelerates the corrosion, causing the pits to 

penetrate deeper. It is most aggressive in solutions 

containing chloride, bromide or hypochlorite ions; 

iodides and fluorides are much less harmful. 

However, in the presence of oxygen, all chlorides 

become dangerous. This form of corrosion is often 

more detrimental than general corrosion, due to 

local dissolution which can cause rapid penetration 

of the metal thickness. Austenitic S.S has good 

corrosion resistance due to the formation of passive 

film of chromium oxide. The film is stable, 

invisible, thin, durable, extremely adherent and 

self-repairing. Passivation reduces the anodic 

reaction involved in the corrosion process, but 

quite severe pitting corrosion can occur in acidic 

environments [4]. The polarization curves show a 

spontaneously passive material, meaning that a 

protective passive film is present on the metal 

surface at the different passivation potentials (Epp). 

During upward scanning, breakdown occurs, and a 

stable pit starts growing at the pitting potential 

(Epitt) in the transpassive region of the polarization 

curve, where the current increases sharply from the 

passive current level [5,6]. Meguid and Mahmoud 

[7] studied the effect of different sulphur 

containing anions added to chloride on pitting 

corrosion of 304SS, and found that 10−2 

mol/LNa2S2O3 or 0.1 mol/L NaCl strongly reduced 

the pitting induction time. 
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This study is related to the corrosion i.e. Pitting 

Corrosion of the passivating materials i.e. Stainless 

Steel in different molar concentration of chloride 

ions. By this study the passivation potential, pitting 

potential and corrosion potential of stainless steel 

in corrosive environment detected. 

2 EXPERIMENTS 
Commercially available Type 304 austenitic 

stainless steel was used for all experiments of 

average nominal composition; 0.08%C, 0.03%S, 

1.33%Mn, 9.88%Ni, 2.44%Mo, 16.72% Cr. The 

material is in the shape of rectangular plate. The 

electrodes were prepared by mounting the metal in 

Epoxy, and dried the samples for one day. The 

sample was then grinded using series of grinding 

papers (180, 220, 800 and 1000 grits) on MOPAO 

260 E Grinder Machine. Samples were polished 

using Benetec Polishing Machine to remove all 

kinds of grinding marks, washed with de-ionized 

water, rinsing with acetone before drying and 

stored in a desiccator. Figure 1: is the working 

electrode shows the soldering of copper wire onto 

the Stainless Steel sample surface, the soldered 

sample then cold mounted in epoxy. After 

mounting the sample, thermal conductivity of 

sample is carried out to check the continuity of 

electrical connection of the sample through digital 

multi meter. After the working electrodes were 

prepared, measurement of sample was conducted; 

sample area was measured by using Stereo 

Microscopy. Area determination is very important 

for the current density of the material. The sample 

of Stainless Steel is grinded and polished for XRF-

analysis. After mounting we ground our samples 

through emery paper ranges 180, 220, 320, 400, 

600, 800, 1000, 1200 mesh size for XRF analysis 

and for Cyclic Polarization. The prepared samples 

are then analysed in the Computerized Potentiostat 

G750-350 series. The corrosion cell contains of 

three electrodes (i) the working electrode (ii) the  

counter electrode and (iii) the reference electrode, 

here the working electrode is of Stainless Steel, the 

counter electrode is of Graphite and the Reference 

electrode is of Saturated calomel electrode and 

these three electrodes are immersed in the 

electrolyte i.e. HCl solution. 

Micrograph analysis is carried out via Olympus 

GX51 for the determination of pit formation on the 

sample in chloride ion containing electrolyte. 

3 RESULTS AND DISCUSSION 
Figure 2: shows the variation of potential (E) with 

Current (I) for stainless steel 304 in dilute 

hydrochloric acid. The line AB represents the 

cathodic behaviour of the sample. Line BC is the 

active zone (anodic dissolution reaction). At 

potentials more positive than B, corrosion rate 

increases, and reaches a maximum at the 

passivation potential point C, which is often given 

the symbol, Ep. The transition from active 

dissolution occurs in the region C to D. A 

protective film begins to form and causes a sudden 

drop in corrosion current density. At D (pitting 

potential Epitt), breakdown of the protective film 

begins. It is here that the likelihood of pitting is 

greatest, and consequently specimen failure. 

Figure 3: is the polarization curve between current 

(I) Vs Potential (E). In this curve different points 

found, i.e. the corrosion potential (Ecorr) is found to 

be -217.5 mV, passivation potential (Ep) is 856 mV 

& the pitting potential (Epitt) is 7.141 mV. In figure 

4: the corrosion potential (Ecorr) is found to be -

205.6 mV, passivation potential (Ep)is 808 mV & 

the pitting potential (Epitt) is -10.87 mV. In figure 

5: the corrosion potential (Ecorr) is found to be -194 

mV, passivation potential (Ep)is 760 mV & the 

pitting potential (Epitt) is -84 mV. In figure 6: the 

corrosion potential (Ecorr) is found to be -165 mV, 

passivation potential (Ep) is 689 mV & the pitting 

potential (Epitt) is -145 mV. In figure 7: the 

corrosion potential (Ecorr) is found to be -151.8 mV, 

passivation potential (Ep) is 600 mV & the pitting 

potential (Epitt) is -161.8 mV. 

Figure 8: shows that, as the molar concentration of 

the electrolyte increased the passivation potential 

decreases, that are as the solution concentration 

enhances the potential required to passivate the 

material decreases. Table 2: is between pitting 

potential and HCl concentration, the pitting 

potential measured here in mV and the 

concentration is in Molar strength. It is showing 

that as the molar strength is increasing the potential 

required to pit decreases. Table 1: is between the 

passivation potential and HCl concentration, 

showing that as we are increasing HCl strength the 

passivating potential decreases. From the figure 9: 

it is concluded that as the molar concentration of 

the electrolyte increased the pitting potential 

decreases, that is as the solution concentration 

enhances the potential required to pitting the 

material decreases. 

4 MICROSCOPIC ANALYSIS 
Figure 10: showing the micrographs of pitting 

behaviour of stainless steel. It is confirming that the 

pitting attack happening on the surface of Stainless 

Steel in chloride ion solution. Figure 10: is captured 

at 500X and 1000X. From the figure 10: it is 
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proving that at pitting potentials the pits are 

forming. Pits are forming due to the accumulation 

of positive charges in the form of Fe2+ then attract 

negatively charged chloride ions. The resulting 

ferrous chloride hydrolyses to produce insoluble 

ferrous hydroxide plus excess hydrogen and 

chloride ions, these ions accelerate the corrosion at 

the bottom of the pit as described by Loto [2]. 

5 FIGURES AND TABLES 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Cyclic Polarization Curve of Stainless 

Steel Sample 1, in 0M HCl 

 

 
Figure 4. Cyclic Polarization Curve of Stainless 

Steel Sample 2, in 2M HCl 

 

 
Figure 5. Cyclic Polarization Curve of Stainless 

Steel Sample 3, in 3M HCl 

 

Figure 1. Mounted Sample for Potentiostat 

Figure 2. Cyclic Polarization curve (E vs I) 
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Figure 6. Cyclic Polarization Curve of Stainless 

Steel Sample 4, in 4M HCl 

 

 
Figure 7. Cyclic Polarization Curve of Stainless 

Steel Sample 5, in 5M HCl 

 

 
Figure 8. Variation of Passivation Potentials with 

Chlorine Concentrations 

 
Figure 9. Variation of Pitting Potentials with 

Chloride Concentration 

 

 
Figure 10. Micrograph of a Pitted Sample in 

Chloride Ion Environment at 500X & 1000X 

 

 

Table 1. Values of Passivation Potentials and 

Hydrochloric acid Concentration for the 

Investigation of samples of Stainless Steel. 

 
 

 

Table 2. Values of Pitting Potentials and 

Hydrochloric acid Concentration  for the 

Investigation of samples of Stainless Steel.  

 

6 CONCLUSION 
Pitting potential (Epitt) is the potential at which 

pitting starts and this is noticed when the current of 

the polarization curve suddenly rises. The Epitt for 

stainless steel occurs at the point when the anodic 

current increases sharply as shown in the 

polarization curves figure: 4 to 8 the Epitt values 

decreases with increase in chloride ion 

concentration from sample 1 to 5. The pH of the 

electrolyte inside the pit decreases which causes 
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further acceleration of the corrosion process. A 

large ratio between the anode and cathode areas 

favours increase of the corrosion rate. This is 

shown in the figure 11 
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Abstract 
A mathematical model for the machine settings of hypoid gears is developed, which is based on accurate blade 

geometries of a face-milling cutter system. Blades of the cutter system considered in this research, includes 

rake and relief angles, which are necessary for the efficient metal cutting. 

In this research, cutter system orientation on the gear root tangent plane is determined by the root angle, which 

is calculated for the given spiral angle at the mean point projection of the gear teeth. Whereas, for the position 

of the cutter system and the gear blank, the tangency between the cutter sweep envelope and the gear teeth at 

the mean point projection are considered. Considering the tangency and common geometrical entities, a 

machine reference system is developed.  

Keywords: hypoid gears; machine settings; face milling; accurate blade 

1 INTRODUCTION 
In face milling of hypoid gears, the gear tooth 

surface is formed by the sweep envelope of the 

rotating cutter head, which is fed perpendicular to 

the root cone of the gear blank. In face milling of 

hypoid gears, the tooth surface is complimentary 

copy of the cutter sweep surface [1]. Since the gear 

tooth is the copy of cutter sweep envelope; gear 

tooth forms the same unit normal and the principal 

directions as that of the cutter sweep surface as 

shown in the Fig. 1. 

 

Cutter head of the face milling process contains 

several groups of inside and outside blades. These 

blades are arranged to machine the convex and the 

concave sides of the gear tooth, with the prescribed 

land width as shown in the Fig. 2. 

 

The location and position of the cutter system and 

the gear blank in the machine reference system are 

defined by the five geometric parameters called 

machine settings. Machine settings of the hypoid 

gear and pinion are based on the cutter system and 

the gear teeth specifications, which are known for 

the determination of the machine settings. Since 

machine settings are based on the cutter system and 

gear geometry, therefore, the gear and cutter 

system geometries are defined in following 

sections and then the machine settings are 

discussed and explained in section 4.  

Several researches have been published to 

determine the accurate machine settings. 

Litvin presented the machine setting settings for 

the FORMATE® and the Helixform® Methods, 

using the tilted cutter head and the local syntheses 

Figure 1. Gear tooth engagement with the cutter 

sweep envelope during the FORMAT machining 

Figure 2. Cutter head assembly containing inside 

and outside blades 
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method [1-2]; Litvin also proposed the cutter tilt 

mechanism and the machine-setting model [3]. 

Krezner  proposed the computer aided corrections 

in the machine-setting, based on the first order 

surface deviations, and claimed that the second 

order surface deviations are minor [4]. Gosselin et 

al. proposed the correction methods in machine 

setting based on the tooth contact analysis (TCA) 

and performed the numerical regression method 

until satisfactory machine setting achieved [5-7]. 

Simon proposed an algorithm to calculate the 

machine setting corrections to reduce the 

sensitivity of the gear pair misalignments; 

moreover, equivalent machine settings for the 

universal hypoid generator are also calculated [8-

11]. Perez et al. presented the analytical method for 

the determination of machine settings of the bevel 

gears based on three different geometry of the gear 

[12].  

In gear machining industry, basic machine settings 

are calculated using the gear cutter and the gear 

tooth geometry, pilot gears are produced, and then 

corrected machine settings are calculated based on 

the surface deviation between the theoretical and 

the machined gear surfaces [5-7]. Deviations 

between the theoretical and machined surfaces 

exist due to the errors caused by the modelling 

approximation of the teeth surfaces [13]. 

In the previous research, simplified blade models 

in cutter systems are considered, in which rake and 

relief angles of the blades are neglected. The side 

cutting edge of the blade is assumed to be laid on 

the normal plane of the cutter [1-3].  Whereas, in 

the practical gear machining, the top and the side 

cutting edge of the blade lay on the rake plane of 

the blade [13] and hence it is called accurate blade 

model in this article. 

In current research, mathematical model for the 

machine settings of hypoid gears produced by the 

face milling process is presented. The machine 

settings in this research are based on; accurate 

blade model of the cutter system and a spiral angle 

at the mean point projection of the gear tooth. For 

the given spiral angle at the mean point, root spiral 

angle on the root cone tangent plane of the gear is 

calculated, which decides the cutter orientation on 

that plane. Machine settings are determined, based 

on the relative position of the gear teeth and the 

cutter system, tangent to each other at the mean 

point projection on the driving side of the gear 

teeth, which bears the largest pressure during the 

gear meshing. Mean point M is located at the 

middle of the face width, just above the middle of 

tooth land, at a height 
M

h  equal to the average of 

gear and pinion dedendums in that plane [14].  

Using the cutter and gear engagement at the mean 

point projection of the gear tooth, the machine 

centre is introduced in the system, which lies at the 

point of intersection of the gear rotation axis and 

cutter face plane. 

This article consists of six sections, first section is 

the preamble of this research article, second section 

described the geometry of the cutter sweep envelop 

and the gear. It includes the relationship between 

the two geometries. Next two sections address the 

mathematical model for the root spiral angle at the 

mean point and the machine setting of hypoid 

gears. Numerical results and the comparison 

between the previous and the current research are 

discussed in the last two sections. 

2 GEAR TOOTH AND CUTTER 
SYSTEM GEOMETRIES GEAR 
TOOTH PROFILE 

Consider the mean normal cross-section of the gear 

tooth, located at the middle of the face width. It is 

defined by the unit normal pn  , and the principal 

direction it  along the tooth height, at a point 
i

M  on 

the tooth, as shown in the Fig. 3(a). This cross 

section is called “gear tooth profile”.  

 

 

 
Figure 3. (a) Mean normal cross-section,  

(b) gear tooth profile 
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In this profile, consider a coordinate system gO , 

attached at the middle of the tooth land, such that 

the XgZg - plane coincide with the gear tooth 

profile, where, Xg-axis is perpendicular to the land 

at gO , as shown in the Fig. 3(b).  

The point M lies along the negative Xg-axis at a 

height 
M

h  as shown in the Figure 3(b). 

The flank of the gear tooth formed by the accurate 

blades in the cutter system are hyperbolic profile 

rather than straight as assumed in the previous 

researches. Therefore, the angle between the 

tangents on the tooth flank at the height 
M

h  and the 

Xg-axis are called flank angles g , as shown in the 

Figure 3(b). Where, superscripts (i) and (o) denote 

the flank angles of the convex and concave sides of 

the gear teeth.  

From the research [13], unit parametric 

representation of the side cutting edge of the inside 

and outside blade are given as the function of blade 

angle b , back rake angle o , side rake angle f , 

and relief angles f , which is mathematically 

given by; 

 ( ) ( ) ( ) ( ), , , , .k k k k
k kk o b f f k

u u    SCE sce
  (1) 

Where, k can be replaced with either i  or o  to 

mention these parameters for the inside or outside 

blade respectively, ku  be the parameter of the side 

cutting edges.  

Arrangement of inside and outside blade 

coordinate systems ( ( )O i
b and ( )O o

b ) are shown in 

Fig. 4. 

 

Introducing a cutter head coordinate system Ocg  

which is rigidly attached with the centre face of the 

cutter head, cgX -axis of the cutter is the roatation 

axis. Ocg  have all axes parallel to the ( )O i
b  

coordinate system  and is located along negative 
( )i
bZ  axis at a distance, equal to the inside point 

radius 0.5cg wR P , where cgR  is the average cutter 

radius, measured from the centre of point width wP  

to the point Ocg . Cutter sweep envelope is formed 

by revolving the side cutting edges kSCE of the 

blades about the cgX -axis of the cutter, as shown in 

the Fig. 4. Mathematically, the cutter sweep surface 

is given by; 

 

 
   
,

Rot , .Tr , 0.5 .

cg

k k cg

kcg cg b cg w

u

X Z R P





S

SCE
 (2) 

Where, cg  be the angular parameter of the cutter 

sweep surfaces. Intersection between the cutter 

sweep surfaces and the cg cgX Y - plane of the cutter, 

provides two sets of  coordinates cg
i cgi u P ( , )  and 

cg
o o cgu P ( , ) , which can be generally represented as 

cg
k cgk u P ( , ) . Using the least square B-spline 

regression, cubic B-spline curves are fitted on each 

set of coordinates with the knot vector kU , where 

knot vector is generated by average sum method. 

The curves, fitted on the intersection points of the 

cutter sweep surfaces are called equivalent cutting 

edges or simply ECE, which are shown in the Fig. 

5. These ECEs are denoted by cg
kk vP ( ) , where kv  

be the B-spline parameters and are bounded within 

the knot vector. 

 

Coordinates of the mean point M in cutter 

coordinate system Ocg  is given by; 

0 1
T

cg

M cg
h R   M

 (3) 

Consider another coordinate system bO , which is 

attached at the centre of the point width, having 

same orientation as that of cutter coordinate system 

as shown in the Figure 5.  To develop mathematical 

expression for the spiral angle at the point iM , it is 

desired to calculate the coordinates of mean point 

projections 
k

M  on the inside and the outside ECE. 

Therefore, transforming ECEs from cutter 

Figure 4. Cutter sweep envelope. 

Figure 5. ECE in cutter coordinate system 
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coordinate system to the bO  coordinate system. 

Mathematically, the ECE in bO  coordinate system 

are given by; 

 ,
. Tr , .b cg cg

k b cg k cg cg k
Z R  P M P P

 (4) 

The points kM  on the ECE are calculated by taking 

the x-components of the ECE equal to the mean 

height, which determines the parameter kv . The 

parameters are then substituted into the B-splines 

equation to calculate the z-components of the 

curves. Mathematically, the mean point projections 

are given by; 

 

   

 

0 1

0 1

b M

k k k

T
M M

k k

T
M

M k

v

v v

h v



   

   

M P

x z

z
 (5) 

3 ROOT SPIRAL ANGLE 
As mentioned above, the spiral angle i  controls 

the curvature of the gear teeth. It is necessary to 

provide appropriate spiral angle on the driving 

tooth of the gear for smooth and noiseless 

operation. Spiral angle is defined on the driving 

teeth at a height of 
M

h  from the land. It is the angle 

between the pitch cone generatrix to the point iM

and the unit normal pn  as shown in the figure 6. On 

the other hand, root spiral angle defines the 

orientation of cutter on the gear root cone tangent 

plane. It is the angle between the root cone 

generatrix at the point gO and the unit normal pn  

as shown in the figure 6. For the desired spiral 

angle i , the cutter orientation or root spiral angle  

r
  is to be calculated. 

To acquire the desired shape of the gear teeth, it is 

required to align the ECE with the gear tooth cross 

section such that the coordinate systems bO  and 

gO  and the symmetric axis are coincided [1] as 

shown in Figure 7. 

The root spiral angle is calculated using an iterated 

way.  Therefore, these two spiral angles can be 

related as; 
( )i rf 

 (6) 

Due to the unavailability of the blades, cutter head 

is titled with an anlge of g  about the bY
 
axis (case 

2) to coincide the symmetric axes of the cutter 

sweep profile with the gear teeth profile. 

 

 

To build the relationship between the two spiral 

angles, it is necessary to relate the pitch cone 

generatrix, root cone generatrix and unit normal pn  

in a single coordinate system. Therefore, the 

relationship is built by transformation from the bO

coordinate system to the O2  coordinate system.  

Cutter head is rotated with an angle of 
r

  about the 

gX   axis, it from a new coordinate system sO , as 

shown in the Figure 7. Where, the sY  axis forms the 

generatrix of the root cone, and the sX  axis is 

parallel to gX   axis. Apex of the root cone rO  lies 

at a distance of rL  from the sO  along the sY  axis. 

The orientation of root cone coordinate system rO  

form an angle of 90 R  about the rZ   axis. The 

rX   axis of the coordinate system rO  is directed 

along the gear rotation axis, where R  be the root 

angle as shown in Figure 7. Pitch cone coordinate 

system 2O  lies at a distance of A1  along the  rX  

axis, having same orientation as rO . Distances rL  

and A1  are determined by the AGMA standards 

[16]. 

The vectors pn  and iM  are transformed to the 

coordinate system 2O .  

Figure 6. Relationship between the spiral angle at 

a point, and the root spiral angle 

Figure 7. Root spiral angle 
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2
2, . g

p g pn nM
 (7) 

2

2, ,. .i g g b iM M M M
 (8) 

Transformation from gO  to the 2O  is 

mathematically given by; 

2, 1Tr( , ).Rot( ,90 ).

Tr( , ).Rot( , )

g r s R

s r g r

A

L 

  



M Z Z

Y X
 (9) 

, Rot( , ).Tr( , ).Tr( , )g b b g g ga bM Y X Z
  (10) 

Where, g be the tilt angle of the cutter, whereas, 

a  and b  be the tilt corrections (case 2), as 

discussed in the previous article [14]. For the exact 

cutter head with out tile (case 1), ,g bM is a unity 

matrix. 

A unit vector iy , emerging from the pitch cone 

generatrix 2O  to the point iM  is considered, as 

shown in the Figure 6.  

Therefore, the spiral angle at this point is given by, 

 1cos .
i p i

  n y
    (11) 

Single variable optimization is used to calculate the 

root spiral angle for the given spiral angle at the 

driving mean point projection, which is shown in 

 

Initial guess values of the 
r

  are provided around 

the given value of  
i

 , the optimization parameters 

are calculated, cutter is rotated about the gX axis 

with these angles, and all the equations from 

equations 7 to 11 are calculated. If equation 11 

provides the spiral angle equal to the given spiral 

angle within the specified tolerance, the algorithm 

saves the value of 
r

 as the final value, otherwise, 

the parameters are re-calculated, and the iterations 

are performed, until the defined criteria is reached. 

4 MACHINE SETTINGS 
The machine settings for the face milling of hypoid 

gears are calculated in the machine coordinate 

system mO . These machine settings parameters, 

with the cutter and gear coordinate systems are 

shown in the Figure 9. 

Consider a unit vector 
w

p along the point width of 

the cutter. A point on this vector is given by 

 
Tb

w
P 0 0 1 . Coordinates of a point along the 

unit normal 
p

n  is given by  
Tb

p
 0 1 0N  . 

Coordinates of another point along the gear 

rotation axis in the coordinate system is presented 

as  
T

p
2 1 0 0X . 

There are three displacements and two angular 

machine settings are to be calculated as shown in 

 

Transforming the coordinates of all origins and 

mentioned vectors in the pitch cone coordinate 

system 2O . 

 2

2, ,. . 0 0 0 1
T

b g g bO M M
   (12) 

 2

2, . 0 0 0 1
T

r rO M
   (13) 

 2

2, . 0 0 0 1
T

cg cgO M
   (14) 

2

2, . b

w cg wP M P
     (15) 

2

2, . b

p cg pN M N
     (16) 

Origin of the machine coordinate system mO  is 

defined as the machine centre, and shown in the 

Figure 9. It is located at the intersection of the 

vector along gear rotation axis px  and the plane 

formed by the vectors 
w

p  and p
n , which is called 

machine plane. Therefore, the equation of the gear 

rotation axis and the  
b b

Y Z  plane is given by, 

    2 21 . .r pt t t  O XL
 (17) 

     2 2 2 2 2, . .b w b p bu v u v     O P O OP N
 (18) 

Figure 9. Machine settings for the face milling of 

hypoid gear 

Figure 8. Algorithm for the root spiral angle 

the Figure 8. 

the Figure 9. 
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Where t is the parameter of the line ( )tL  along the 

gear rotation axis, and the parameters u  and v  

belongs to the machine plane. Point of intersection 

between the line ( )tL  and the plane ( , )u vP  is 

evaluated by the relation; 

( ) ( , )m m mt u vL P     (19) 

It provides the parameters as the solution, for the 

machine centre. Parameter m
t  represents the 

distance between the apex of the root cone rO  and 

the machine centre mO , which is called withdraw 

from the machine plane, and denoted by gC , 

Therefore, mathematically the it is calculated by; 

     
22 2

( ) ( ) ( )g x m y m z mC t t t   L L L
 (20) 

Therefore, the machine centre mO  in the 

coordinate system rO  is represented by 

 0 0
Tr

m gC O . 

The displacement gC  defines the location of the 

root cone apex in machine reference system, which 

cannot be located in the gear blank. Therefore, 

location of the face cone apex fO  is calculated in 

the machine coordinate system by the displacement 

g
X [13], which is mathematically given by; 

1g g kX C d A   
    (21) 

Where kd  be the distance between the pitch cone 

apex and the face cone apex. Direction of the mX    

axis is defined by a vector mx , which is 

perpendicular to the machine plane. The normal to 

the plane formed by the vectors mx  and px  

specifies the direction of the mY  axis, which is 

represented by the vector my , whereas mZ  axis is 

perpendicular to the m mX Y  plane. Direction vectors 

of the machine coordinate system are given by; 
p

p wp r r

m m m mp

p w

x


   


n p
X O O

n p
   (22) 

p

p mp r r

m m m mp

p m

y


   


x x
Y O O

x x
   (23) 

p p
p r rm m
m m m mp p

m m

z


   


x y
Z O O

x y
   (24) 

An angular machine setting, which measures the 

angle between the machine plane and the gear 

rotation axis, it is called machine root angle ( g ). It 

is mathematically given by; 

 1cos . p

g p m  x z
    (25) 

Another angular machine setting is called machine 

spiral angle ( g ), it is the angle between the cutter 

tilt plane cg cg
X Z  and the 

m
Z  axis, it is given by; 

 1cos .
2

p p

g m w


   y p

    (26) 

The location of the cutter coordinate system cgO  in 

machine coordinate system is defined by the 

displacements g
H  and g

V  along the 
m

Z  and  
m

Y  

axes respectively. Mathematically these machine 

settings are given by; 

   p p p p

c m c m

g p p

m m

H
  




O O O Z

Z O
   (27) 

   p p p p

c m c m

g p p

m m

V
  

 


O O O Y

Y O
   (28) 

Where, ‘±’ signs are for the machining of left hand 

or right hand direction of the hypoid gear teeth. 

5 RESULTS 
Machine settings of a hypoid gear is calculated for 

the given spiral angle at the mean point of the 

driving side tooth. The data for the inside and 

outside gear-cutting blades, cutter radius, and the 

specification of the tooth geometry are taken as 

input in this algorithm, which are shown in the 

tables 1 to 4. Table 1 shows the specifications of 

the hypoid gear cones and teeth, whereas, tables 2 

and 3 contains the data of the blade and the cutter 

for the case I and case II respectively [14].  To 

compare the result of the previous [7] and current 

research, machine setting for the simplified and 

accurate blade models for the case 1 and case 2, 

along with the auxiliary angle are shown in the 

tables 4 and 5. Fig. 10 and table 6 illustrate the 

deviation between the gear teeth surfaces modelled 

with the machine settings and cutter head of 

simplified and accurate blade models. It can be 

seen that these deviation cause the geometric errors 

in the gear models not only on the heel and toe but 

also at the mean points of the teeth surface. 
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Parameters Sym. Convex side Concave side 

Gear flank angle 
( )k

g


 2311 0   21 49 0   

Gear face angle o


 
81 06 0   

Gear root angle R


 
75 28 0   

Gear dedendum angle G


 
4 54 0   

Gear pitch point length P
L

 
150.9600 mm 

Root to pitch apex 1
A

 
1.6885 mm 

Face width F
 

43.0000 mm 

Spiral angle at iM   i
  31 34 12   

Table 2. Specifications of blade and cutter head parameters for the case I (without cutter tilt). 

Table 1. Specification of hypoid gear 

Parameters 

Previous literature [7] Proposed research 

Convex 

side 
Concave side 

Convex 

side 
Concave side 

Back rake angle ( ( )k

o
 ) 0 0 20 0 0   20 0 0   

Side rake angle ( ( )k

f
 ) 0 0 12 0 0   12 0 0   

Side relief angle ( ( )k

f
 ) 0 0 10 0 0   10 0 0   

Blade angle (
( )k

b
 ) 2311 0   21 49 0   19 01 14   16 37 35   

Av. cutter radius ( cg
R ) 152.4 mm 152.4 mm 

Point width (
w

P )  2.54 mm 2.54 mm 
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Parameters 
Previous literature [7] Proposed research 

Convex side Concave side Convex side Concave side 

Back rake angle ( ( )k

o
 ) 0 0 20 0 0   20 0 0   

Side rake angle ( ( )k

f
 ) 0 0 12 0 0   12 0 0   

Side relief angle ( ( )k

f
 ) 0 0 10 0 0   10 0 0   

Blade angle (
( )k

b
 ) 22 30 0   22 30 0   18 22 6   17 15 39   

Av. cutter radius ( cg
R ) 152.4 mm 152.4 mm 

Point width (
w

P )  2.54 mm 2.54 mm 

Cutter tilt angle g


 0 41 0   

Cutter corrections a , b  -0.0151 mm, -0.0001 mm 

Table 4. Machine settings of the hypoid gear for case I (without cutter tilt). 

Parameter 
Previous research [7] Proposed research 

Convex side Concave side Convex side Concave side 

Root spiral angle (
r

 ) 32 50 0   32 50 0   

Machine root angle ( g
 ) 75 28 0   75 28 0   

Machine spiral angle ( g
 ) 32 50 0   32 50 0   

Machine centre to back correction (

g
X ) 

1.0685 mm 1.0686 mm 

Cutter horizontal setting ( g
H ) 128.0694 mm 128.0416 mm 

Cutter vertical setting ( g
V ) 68.3526 mm 68.2009 mm 

Table 5. Machine settings of the hypoid gear for the case II (with cutter tilt). 

Parameter 
Previous research [7] Proposed research 

Convex side Concave side Convex side Concave side 

Root spiral angle ( r
 ) 32 50 0   32 50 0   

Machine root angle ( g
 ) 75 49 0   75 49 33   

Machine spiral angle ( g
 ) 30 34 0   30 33 40   

Machine centre to back correction (

g
X ) 

0.0600 mm 0.0619 mm 

Cutter horizontal setting ( g
H ) 125.1400 mm 125.2552 mm 

Cutter vertical setting ( g
V ) 73.0300 mm 72.9789 mm 

Table 3. Blade and the cutter head data for the case II (with cutter tilt). 
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It can be seen from Table 6, that the deviation is 

maximum at the mean points of the two models 

which are denoted by “e” in table 6. The mean point 

is crucial for the contact. 

 

 

 

 

 

 

 

 

 

 

6 CONCLUSION 
Results show that the machine settings for the gear 

teeth modelled with the simplified and the accurate 

blade model differ, due to reason that the spiral 

angles at the mean points are different for the same 

root spiral angle. Machine root angle does not 

change for in all the examples, since it depends 

upon the gear cone parameters. It is also observed 

that the machine settings for the tilted cutter are 

more sensitive for the rake and relief angles, which 

also change the machine centre to back setting. The 

algorithm also covers the cutter tilt corrections, 

which restrain the cutter to gauge into the root 

cone, but the corrections cause the change in pitch 

cone apex for the mean point, which is also 

overcome in this research. 
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Table 6. Surface deviations in the gear teeth 

modelled with the machine settings and cutter 

head of simplified and accurate blade models. 

 
Surface Deviation - 

Case I (µm) 

Surface Deviation - 

Case II (µm) 

 
Convex 

side 

Concave 

side 

Convex 

side 

Concave 

side 

a 168.57 147.30 164.61 99.24 

b 153.41 153.83 128.72 128.79 

c 143.77 152.43 118.60 129.48 

d 149.35 149.71 125.12 125.13 

e 178.36 173.98 173.44 167.42 

Figure 10. Surface deviations in the gear teeth 

modelled with the machine settings and cutter 

head of simplified and accurate blade models 
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Abstract 
Principles of lean manufacturing has been known since last two decades, however, its implementation in the 

local industries is a recent trend. A lot of analysis tools such as 5S, Kaizen, Kanban, flow production and line 

balancing have commonly been used to improve productivity by organizations across the globe as well as in 

the local industries. A relatively newer tool, named as waste assessment matrix (developed at Industrial 

Engineering dept., University of Jordan, Amman) is a technique that defines the interrelationship between 

different forms of waste in a job shop environment to highlight their relative significance. This study is based 

on the use of waste assessment matrix for identifying different type of wastes in the packing department of a high 

variety – high volume manufacturing plant. Other lean tools, such as 5S, Kaizen, flow production and line 

balancing were then used to analyse and improve the wastes in the plant. The study shows that waste 

assessment matrix can be equally well applied in a high volume manufacturing plant as can be applied in a 

job shop. Results show that not only lead time, and workforce were reduced but the availability and 

performance of the plant were improved.     

Keywords: Mass Production; WRM; Online packing; Kaizen; Lean Methodology 

1 INTRODUCTION  
Wastes are the profits that the company can earn and 

lean is a revolution that earns that profit [1]. It is not 

only using tool and changing few step in 

manufacturing processes, rather it is about complete 

change of business operation. The background of 

lean is based in the history of Japanese 

manufacturing techniques which have now been 

applied worldwide within many type of industries 

[2]. Every production process have some different 

activities. These activities could be easily classified 

into value added activities (VA) and non-value 

added activities (NVA). Activities that directly adds 

value to product or customer is willing to pay for are 

considered as value added while activities having no 

impact on product and its value, are termed as non-

value added activities [3]. Although, some of the 

NVAs is considered as necessary for carrying out 

production but, a large proportion of these NVAs is 

typically considered as pure waste and could easily 

be removed to improve the productivity. These are 

usually referred to as wastes. On a broader scale, 

waste is divided into three types as follows: 

1. Muda (Waste)-Capacity Exceeds Loads 

2. Muri (Irrationality)-Loads Exceeds Capacity 

3. Mura (Inconsistency)-Both cases may occur  

As per Taiichi Ohno, wastes may comprise of 

motion, waiting time, over production, over 

processing, defects, transportation and inventory [1].  

These wastes add to higher cost, poor quality and 

less motivation. In order to remove these wastes, a 

tool named as Lean Manufacturing Methodology is 

used. By definition, lean manufacturing could be 

defined as;  

“Lean manufacturing is a business model and 

collection of tactical methods that emphasize 

eliminating non-value added activities (waste) while 

delivering quality products on time at least cost with 

greater efficiency”[4]. 

 

Figure 1. 7 wastes of lean [3] 

Lean methodology means to eliminate NVAs or 

convert them into VAs. It focusses not only on 
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segments of processes but on the whole process. It 

includes all the employees and their motivation, hard 

work and efforts in the development of a lean 

organization. It is not a work of one man army rather 

every individual has to include something to it [5]. 

In today’s high competitive market, Pakistan’s 

industrial sector is striving hard in order to achieve 

the set goals and to achieve that, implementation of 

lean methodology has been the right way to choose.  

The common questions that arise are:  

1- Why follow lean?  

2- What are the basic principles of lean?  

3- What are the tools that could be used for 

executing lean?  

Answer to question number one lies in the benefits 

of utilizing and believing in lean methodology, 

which are: 

 Improved quality 

 Less defects 

 Reduce inventory 

 Improve space utilization 

 Easy to manage processes 

 Less machine and process breakdowns 

 Better efficiency 

 Safe work place 

 Improve morale of workers 

 Improve supply chain 

 Better relations from vendors to customer 

Similarly, following principles are basics of lean 

methodology [6]: 

 Specify Value – Customer requirements. 

 Identify the Value Stream – All the steps 

required to fulfil customer requirements. 

 Establish Flow – Make sure the value flows 

smoothly (without any disruptions) to the 

customers. 

 Implement Pull System – Use a pull system to 

control inventory/information wherever 

required and possible. 

 Work to Perfection – Continuously look for 

ways to improve the value addition process. 

Finally, some of the common tools utilized for 

implementing lean are [1,5,7]: 

 Value Stream Mapping – For analysing & 

streamlining flow of material & information of 

all the processes 

 Kaizen – Philosophy of continuous 

improvement of working practices 

 Just In Time – Reducing the in process 

inventory and associated costs 

 Jidoka – System stops at any un certainty 

 5S – Methodology for work place organization 

 Kanban – Visual signal of customer demands 

 Poka Yoke – Mistake proofing 

All the basic principles and tools listed above are 

targeted towards achieving the benefits of lean 

mentioned earlier which mainly involved identifying 

the waste (NVAs) and its subsequent elimination. 

2 WASTE ASSESSMENT MODEL 
Starting point of any journey is key to the morale of 

people involved. For improvement if it is started 

with a big improvement and improvement’s impact 

is as loud as a hammer’s noise then it counts in 

morale and efforts improvement of human resource 

involved. For this kind of impact, it is very important 

to find out the major waste that have the highest 

influence on overall process and if it is improved 

then whole process will improve. In this regard 

waste assessment model is used to find out how high 

the effect of the waste is on system as well as on each 

other. This assessment model is the most important 

step to implementation of Lean manufacturing 

methodology. Ibrahim A. Rawabdeh [3] was the first 

person who identified the relationship between the 

different types of wastes by using a concept of WRM 

(waste relation matrix). The idea of the matrix is to 

establish a link between all the different types of 

wastes that occur while performing manufacturing 

processes. The waste that have strongest direct link 

with all other wastes is selected as the possible 

source of non-value adding activities and is 

subsequently removed/lowered via lean tools to 

improve the situation.  The matrix was used to 

identify the most important type of waste in a job 

shop environment [3]. In this project, this approach 

(WRM) will be implemented in high variety/high 

volume production environment to find out the 

waste which should be eliminated from the system. 

The waste assessment model was designed on the 

basis of each type of the seven wastes (Figure 3) and 

their over lapping area.  Then identify the strength of 

each direct relationship among the seven type of 

waste and make waste matrix that classifies the 

strength of relationships using a scale ranging from 

very weak to very strong. 

In second phase, an assessment questionnaire is use 

to rank a waste by combining the relationship matrix 

and the result of the assessment questionnaire. 

All type of waste are inter-dependent and discussing 

the relationship among wastes is complex because 

the relation can appear directly or indirectly. 
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Figure 2. Relation between 7 Wastes [3] 

2.1 Explanation of Waste Assessment 
Model 

Inventory 
I-O Higher inventory of raw materials can be 

reason to push the labour for over production in 

order to get the higher profit for company  

I-D  Higher inventory of raw material, work in 

process and finish good will increase the chances to 

produce defected due to less of concern and 

unsuitable storing condition 

I-M Higher inventory also be the reason to 

increase the time in each and every process 

I-T Excess inventory creates hurdle in the 

transportation of material 

Defects 
D-O In order to overcome the defects, over 

production become necessary 

D-I Defects mean they need to reworked, so WIP 

will be increased in the form of inventory 

D-M Defects increase the time of searching, 

selection and inspection of part 

D-T Defects will increase the wasteful 

transportation activities 

D-W As reworks reserve the workstation therefore 

new parts will be waiting to be processed 

Motion 
M-I Non- standardize method become reason of 

WIP 

M-D Non-standardize process leads to increase 

the defects 

M-P When process are non-standardize will 

increase the process waste due to the lack of 

understanding the available capacity 

M-W Due to non-standardize process, time will be 

consumed searching, selecting the parts so in result 

part waiting get increase 

Transportation 
T-O In order to reduce the transportation cost per 

unit, over production has to be produced 

T-I other process can be effected due to 

insufficient number of material handling equipment 

(MHE) 

T-D Sometime non-suitable MHE be the reason 

of damage items and defects 

T-M When MHE is non-standardize then it leads 

to motion waste presented by double handling and 

searching 

T-W Insufficient MHE will also lead to waiting to 

be transported and some of the machine will remain 

idle [3] 

2.2 Waste Assessment Model (WAM) 
Waste assessment model starts by first identifying 

the major forms of waste that occur in the 

factory/plant in a general perspective. After this, 

each waste is linked with each other waste to 

establish link between the wastes. Following six 

questions are then used in developing the waste 

assessment matrix for each identified link. Assume 

‘a’ is the source waste and ‘b’ is the resulting waste, 

then the questions to be asked are:                                                                                                                              

1. Does a produce b? 

2. What is the type of the relationship between a 

and b? 

3. The effect of b due to a? 

4. Eliminating the effect of a on b is achieved by? 

5. The effect of b due to a, mainly influences? 

6. In which degree does the effect of a and b 

increases manufacturing lead time? 

The answers to these questions are ranked from 0 to 

4 and the resulting total is listed in the form of a 

matrix known as waste relationship matrix (WRM). 

This WRM is then used to identify the waste (s) 

which has the most influence on all other wastes and 

removing this waste could not only reduce the other 

form of wastes but will also enable a quick 

improvement in productivity. 

3 METHODOLOGY 
For the implementation of productivity 

improvement via WRM, a multinational 

organization which is considered as global leaders in 

the manufacturing of safety products was selected. 

The company is in operation since last thirty years 

and has various units not only within Pakistan, but 

across the globe in over forty countries. The 

organization has five factories in Pakistan and they 

produce customized as well as high volumes of 

regular products. This project involved 

implementation of WAM for productivity 

improvement in one of the glove manufacturing 

facility of the organization. After applying WRM, 
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the waste with highest value was selected for 

improvement.  Value stream mapping (VSM), Line 

Balancing and 5S techniques were subsequently 

implemented to improve the system. 

4 RESULTS AND DISCUSSION 
The facility have strived hard for improvement in 

packing department through implementing the 

concept of batch to online (continuous) packing 

system. Following problems have been faced in the 

existing system for which this project was initiated; 

inventory, defects, transportation and motion.  The 

main problem was the cycle time of the packing 

process (6 sec/pc) which was higher than the takt 

time (5.33 sec/pc). Total lead time till final finished 

good (FG) was about 24 hrs to 48 hrs. Not only 

waiting time was high but this process was also long 

i.e. have high transportation wastes. The more the 

good travels, the more the risk of damage (waste of 

defects).  Similarly defects were also highlighted late 

that causes high loss. 

4.1 Waste Assessment Model (WAM) 
Waste assessment model was the first step taken in 

order to check and finalize which waste has to be 

given high priority in order to start the 

implementation process of productivity 

improvement by implementing its lean 

manufacturing tools. Range distribution of the 

methodology is as given in the Table 1 [3]: 

Table 1. Range Distribution 

Range Type Relation Symbol 

17 to 20 Absolutely necessary A 

13 to 16 Especially important E 

9 to 12 Important I 

5 to 8 Ordinary closeness O 

1 to 4 Unimportant U 

A research was carried out for focusing on relations 

of all the wastes among each other. In the facility, 

four major defects were highlighted as discussed 

earlier i.e. transportation, inventory, motion and 

defects. Table 2 lists the final results. 

Table 2. Relationship of Wastes 

Question  1 2 3 4 5 6 
Score Importance 

Relation A W A W A W A W A W A W 

T-I b 2 b 1 b 2 a 2 g 4 b 2 13 E 

T-M a 4 a 2 b 2 b 1 g 4 a 4 17 A 

T-D b 2 c 0 c 0 a 2 g 4 b 2 10 I 

I-T b 2 b 1 a 4 b 1 g 4 b 2 14 E 

I-M a 4 b 1 b 2 c 0 f 2 b 2 11 I 

I-D b 2 c 0 c 0 c 0 d 2 c 0 4 U 

M-T b 2 b 1 c 0 b 1 d 2 a 4 10 I 

M-I c 0 b 1 c 0 a 2 f 2 b 2 7 O 

M-D b 2 b 1 b 2 b 1 d 2 c 0 8 O 

D-T b 2 a 2 b 2 a 2 g 4 b 2 14 E 

D-I b 2 b 1 c 0 b 1 d 2 b 2 8 O 

D-M b 2 c 0 b 2 b 1 f 2 c 0 7 O 

A = answer and W = weight of each answer (see [3] for details) 

After observing the relationship of wastes, next step 

is to write the relationships by forming a from/to 

(F/T) matrix as shown in Table 3. 

After allotting the numbers to this matrix as defined 

in the range distribution (Table 1), final total 

percentage matrix or the waste relationship matrix 

was calculated as shown in the Table 4 below. 

From the WRM, it is clear that transportation waste 

is contributing in generating 23% of the total wastes 

(Table 4). Similarly, next in the sequence are defects, 

inventory and motion. Therefore, improvement tools 

were selected to reduce these wastes to enhance the 

Table 3. Relationship of Wastes 

F/T D O W N T I M E 

D A X X X E O O X 

O X A X X X X X X 

W X X A X X X X X 

N X X X A X X X X 

T I X X X A E A X 

I U X X X E A I X 

M O X X X I O A X 

E X X X X X X X A 
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productivity and bring the cycle time within takt 

time. 

4.2 Layout Modification Line Balancing 
Waste of transportation is mainly caused by the 

problems in layout. Current lay out of the facility is 

shown in Figure 3. Goods were transferred to 

packing through conveyor. A tray man inspects the 

gloves and then forward them to inspection. Next 

step is pad printing, then plastic protector addition, 

bundle making and then final bundle packing. 

Lastly, the ready cartons were transferred to pallet.  

 

Figure 3. Current (as-is) Layout 

Even distribution of task over the work station so 

that idle time of man and machine can be minimized 

is said to be line balancing. It is optimized operation 

technique which has significant industrial 

importance in lean system [8].  

In line balancing bottlenecks and starving problems 

are tackled and eliminated. An ideal (balanced) line 

usually follows single piece flow (zero inventory), 

minimizes waiting and improves quality by ensuring 

that any defects are caught as soon as they are 

produced and thus no defects are moved down the 

line. Thus, it can be noticed that line balancing is the 

right choice of tool to eliminate the wastes identified 

by WRM. 

Usually the concept of line balancing is applied in 

assembly line but at the selected facility, it was 

successfully implemented and executed. This 

concept of line balancing is somewhat different from 

traditional implementation but basic concept 

remains same. The current state of the different 

stations that were involved in packaging is shown in 

Figure 4.   

 

Figure 4. Current (as-is) Load Chart 

An improved layout is shown in Figure 5 below. The 

feasible layout have an e-tone system (conveyor) 

and an on-line platform tray man, trimmer and pad 

printing option. While the packing area was 

converted to two inspectors, plastic sheet cover, 

pairing, bundling and then pallet. On line platform 

expansion helped in improving the layout. Similarly, 

an improved (balanced) line was obtained as a direct 

consequence of layout changes (Figure 6). 

 

Figure 5. Improved (to-be) Layout 

Major wastes that were removed included transport 

and inventory while motion was also reduced. 

Transportation and inventory values of current and 

improved states are compared in Table 5. 

Table 4. Relationship of Wastes (%)
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Figure 6. Improved (to-be) Load Chart 

Table 5. Transportation& Inventory Comparison 

 

Table 6. Red Tag Activity Log 

  

S.No. ITEM NO. STATUS LOCATION APPROVED BY COMMENTS 

1 
Showering 

Tank 01 

Red 

Tagged 

PVC Floor b/w 

Plant 3 & 4 
Production 

Cannot be removed 

as will be utilized 

in future 

2 
Showering 

Tank 02 

Red 

Tagged 

PVC Floor b/w 

Plant  4 & 5 
Production 

Cannot be removed 

as will be utilized 

in future 

3 
Showering 

Tank 03 

Red 

Tagged 

PVC Floor b/w 

Plant 3 & 4 
Production 

Cannot be removed 

as will be utilized 

in future 

4 Pre Gel 2 Box 
Red 

Tagged 

Under Pre Gel 2 

Oven Plant 3A 
Maintenance 

Cannot be removed 

as it is expensive 

and req. safe place 

5 Liner Rack 
Red 

Tagged 
Backside of Plant 3 Production 

Will change place 

in future 

6 
Spraying 

Chamber 

Red 

Tagged 
At Plant 3 Side B Production 

Cannot be removed 

as will be utilized 

in future 

7 
Insertion 

Empty Bins 

Red 

Tagged 
At Plant 3 Side B Production Bins relocated 

8 Top Tank 
Red 

Tagged 

At Plant 3 Side B 

(2nd Dip) 
Production/Mixing Has been utilized 

9 Liner Shelf 
Red 

Tagged 
At Plant 3 Side A Production 

Removed from 

location 

10 
Inspection 

Table 

Red 

Tagged 
At Plant 3 Side A Production 

Removed from 

location 

11 
Moveable 

Board 

Red 

Tagged 

Front Side of Plant 

3 
Production 

Req. by production 

for protection 

against dust 
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5S 
The concept of 5S is constituted on the basis of 

Kaizen. 5S is used by 5 different Japanese words 

which are Seiri (Sort), Seiton (Set in order), Seiso 

(Shine), Seiketsu (Standardize) and Shitsuke 

(Sustain). These five S focus on effective work 

place and work procedure and their proper 

implementation allow for the application of 

continuous improvement by all the employees 

within the organization [7]. 

Sort 
Sorting requires the separation of necessary and 

unnecessary items. Red tagging the unnecessary 

items is the common step to be taken during sort. 

The items which are unnecessary for the workplace 

are marked with red tag and relocated in a review 

area. After the sorting has been finished, the items 

tagged red are assessed and then finalized whether 

to keep on plant or remove from plant and move to 

drum yard. Results obtained by red tagging are 

shown in Table 6. 

Set in order 
All the available equipment of plant was arranged 

as per the necessities and its use. An example is 

shown in Figure 7.  

 

Figure 7. Set in Order 

Shine 
Cleaning and painting of whole plant was done. 

Marking of floor was performed and better 

aesthetics were created.  Figure 8 shows an 

example of shine activity being carried out. 

 

 

Figure 8. Shine 

Standardize 
Area for putting the right thing in right place was 

performed and all the equipment were given 

standard position. Floor marking is evident from 

Figure 9. 

 

Figure 9. Standardize 

Sustain 
For sustaining the 5S activities, performance chart 

was added on visual board and weekly discussion 

is also set to occur as shown in Figure 10. 

 

Figure 10. Sustain 
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5 RESULTS 
Outcomes of the waste assessment was utilized in 

the implementation of lean manufacturing concept 

i.e. line balancing leading to layout change, one 

piece flow and 5S. These tools lead to valuable 

decrease in identified wastes of transportation, 

inventory, motion and defects and thus result in the 

improvement of produced quantity and decreased 

lead time. Summary of improvements achieved are 

listed in Table 8. 

Table 8. Summary of Improvement 

 

6 CONCLUSIONS 
Gut feelings and experience are sometimes not 

enough in order to bring the change, remove wastes 

and create improved environment. As per an 

industry practice, it has been noted that some of the 

waste cannot be observed or acknowledge as per 

their intensity by line manager. This research paper 

proved that waste assessment can be applied in 

high volume and high variety industry.  Also, waste 

assessment matrix could be used a tool that 

identifies the exact targets for productivity 

improvement purposes. 

Wastes identified by WRM were subsequently 

improved by using the tools such as layout change, 

line balancing and 5S implementation. The results 

showed real improvements and proved that the 

wastes as identified by WRM were mainly the 

causes of disruptions and thus the value was not 

flowing to the customers. However, by removing 

these wastes, not only productivity was improved, 

but the production system was reoriented to ensure 

the flow of value to the customers in a timely 

manner which is what required in a lean system. 

However, this must be kept in mind that these 

changes could only be sustained only if the 

continuous improvement route is followed rather 

than once in a while approach.    

This model have not only emphasised on a single 

waste but it has also given the path of continuous 

improvement i.e. after removal of two or three big 

waste, it is the time to move to next waste and its 

removal. There are still some stones un-turned in 

this methodology of waste assessment model and 

major one is its implementation in service sector 

and comparison of results. However, the results in 

this study suggest in equal relevance in a high 

variety/high volume production system. 
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S.No. METRIC AS IS TARGET ACHIEVED QTY. 

CHANGED

% CHANGED

1 Value Added (sec) 

(Unloading to Carton)

36.00     26.47     34.47         1.53           4%

2 Total Lead Time (hrs)  

(Unloading to Carton)

5.00        0.95        1.00            4.00           80%

3 Layout

a Glove travelling 

distance (RFT) 

(Unloading to Carton)

70.00     55.00     57.00         13.00        19%

b Glove travelling 

distance (min) 

(Unloading to Carton)

8.00        2.00        2.41            5.59           70%

c Inventory b/w 

operations (DP)

262.00  10.00     12.25         249.75     95%

d No. of Workers 7.00        5.00        7.00            -              0%

4 Production (DP) 450.00  635.00  600.00      150.00     33%

5 Inventory WIP (DP) 682.00  150.00  350.00      332.00     49%

6 5S Level of Excellence 1.00        5.00        3.50            2.50           150%

7 Visual Board -           -           -               -              -                   
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Abstract 
Hobbing is one of the few conventional methods for gear manufacturing and requires special purpose machine 

and separate cutters for different gear specifications. This paper reports an alternate method of spur gear 

manufacturing by CNC wire EDM or commonly known as wire electric discharge machining (WEDM). 

Comparative study was conducted between hobbing and WEDM by manufacturing gears of same module with 

two different pressure angles and subsequently gear characteristics viz. gear profile and lead were measured 

and evaluated. The quality of spur gears manufactured by CNC Wire EDM were found superior than the 

hobbed gears. On the basis of comparative analysis of spur gear characteristic between WEDM and hobbing, 

it was concluded that former provides better solution particularly for low production requirement and when 

special purpose hobbing machines and its cutters are not obtainable. 

Keywords: Spur Gear; Hobbing; WEDM; Profile; Base Tangential Line. 

1 INTRODUCTION 
Gears are among the most important element of a 

machine because of its function and capability to 

transmit motion and power. Each industry use 

different types of gear depending upon its 

application. Spur gears are the most common types 

of gears and used to transmit motion between 

parallel shafts or between a rack and a shaft. Two 

main conventional methods viz. gear forming and 

gear generation are used for manufacturing of gears. 

In gear forming method, cutting tool has identical 

shape to that of shape of the space between the 

gears. This method of gear manufacturing can be 

accomplished by milling and broaching operations. 

In gear generation method, gear flank is generated 

as outline of the subsequent position of cutter. This 

method can be accomplished by hobbing and 

shaping process respectively [1].  

Wire electric discharge machining (WEDM) is a 

non-conventional machining process and can form 

intricate geometries with considerable dimensional 

accuracy which were time consuming and to certain 

extend impossible. Even mirror finish surface can 

be achieved depending on cost and time factor. 

WEDM process is applicable to cut all metals: 

steel, aluminium, brass, titanium, alloys, super 

alloys of all types and hard materials [2]. WEDM 

high accuracy and unattended operation attracts 

user over conventional EDM process where hours 

of work and skill is needed to first develop 

electrodes and subsequent operation of polishing 

and grinding. WEDM reduced fabrication time by 

around 37% and processing time 66%. Furthermore 

its machinability of hard materials makes it useful 

to develop special purpose tools and cutters. 

WEDM with its distinct features provides an 

alternate solution for gear manufacturing especially 

when special purpose hobbing cutters and machines 

are not obtainable. 

Shape of gear tooth from root to tip of gear tooth is 

termed as gear profile. Operating or functional 

portion of profile is that which is in contact during 

meshing of gear.  The measuring probe of gear 

measuring machine aligns with the test gear at the 

middle of gear face. Mostly gear measuring 

machine use the generative principle to create 

reference profile which is a straight line and it is 

compare with gear's actual profile which is traced 

and recorded graphically. 

Kapil and Neelesh [3] conducted a comparative 

study on high-quality miniature gears manufactured 

by two processes namely hobbing and WEDM. 

Their study was focused only on manufacturing 

miniature gears of single module. The miniature 

gears are categorized as meso-gears and micro-

gears. Meso-gear have outside diameter in the range 

of 1–10 mm and micro-gear has outside diameter 

less than 1 mm. This study was related to functional 
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performance and service life of gear depending on 

surface roughness, material properties, macro & 

micro-geometry and other surface integrity aspects.  

Veera [4] investigated the method of spline 

manufacturing by milling machine.  Spline is 

similar to gear and are manufactured on hobbing 

machine. The purpose of spline is to make number 

of keys on a shaft to stop rotational motion between 

shaft and attaching flange. The tool is usually 

developed by CNC wire cut machine and embedded 

on a wheel which is finally used as cutting tool for 

spline on milling. Gears can also be manufactured 

by this method. The drawback of this manufacturing 

method is that it cannot be used for mass production 

as single tooth cutter for milling worn out quickly 

leading to inaccuracy of the resultant product. 

Huertas et al. [5] proposed a method of 

manufacturing a spur tooth gear in Ti_6Al_4V alloy 

(grade 5) using a wire electrical discharge machine 

(WEDM). MATLAB program was used to generate 

geometrical model. WEDM is set to  electro-erosion 

parameters tested for Titanium alloy. The process 

parameters (power, pause, voltage etc.) were based 

on the EDM charts. The Taguchi orthogonal array 

method was chosen to obtain the optimum values 

for cutting the material. The MATLAB generated 

interpolation points. This program simplified the 

task of solving the equations originated by the 

mathematical model which allowed the wire path to 

be calculated. WEDM employed in this study 

provided an alternative solution for machining 

electrically conductible materials which are 

difficult to process using conventional machine 

tools such as milling, turning and boring. 

Bergseth et al. [6] investigated the influence of 

surface roughness on contact condition and 

subsequently its effect on load transmitted at 

contact condition and life of gear. Their study was 

confined to surface measurements of spur gears 

developed by four different methods. Two pre-

hardened gears were machined using honing and 

grinding respectively while other two gears were 

machined in the non-hardened condition using 

hobbing followed by green shaving. 

Lin et al. [7] investigated optimization method of 

manufacturing Spiral Bevel Gear. A mathematical 

model of an ideal spiral bevel gear-tooth based on 

the Gleason hypoid gear generator mechanism was 

proposed. The tooth surface sensitivity matrix to the 

variations in machine-tool settings and surface 

variations of a real cut pinion and gear with respect 

to the theoretical tooth surface was investigated. An 

optimization procedure for finding corrective 

machine-tool settings was then proposed to 

minimize surface variation of real cut pinion and 

gear-tooth surfaces. The results revealed that 

surface variation of real cut gear-tooth surfaces with 

respect to the ideal ones can be reduced to only a 

few microns. It was found that the proposed method 

for obtaining corrective machine-tool settings can 

improve the conventional development process and 

applied to different manufacturing machines and 

methods for spiral bevel gear generation. 

The aim of this paper is to authenticate spur gear 

manufacturing by WEDM as an alternate to 

hobbing process by comparing gear characteristics 

used in quality control. These quality control 

characteristics viz. gear profile and lead were 

measured, analyzed and compared for both 

processes (i.e. WEDM and hobbing). This study 

provides an alternate method for local industry and 

helped build an awareness of the capability of non-

conventional technologies. 

 

2 EXPERIMENTATION  
Four spur gears of specification mentioned in table 

1 were manufactured by both hobbing and WEDM 

process. Material used for these gears is Alloy Steel 

8620 (Nickel-chromium-molybdenum steel). 

Chemical composition of alloy Steel 8620 is 0.18-

0.23C, 0.7-0.9Mn, 0.035P (max), 0.15-0.3Si, 0.0-

0.6Cr, 0.4-0.7Ni and 0.15-0.25Mo while tensile 

strength is 536.4 Mpa [9].   For hobbing, two gear 

blanks of 51 mm diameter and 20mm in thickness 

are developed.  Similarly two side grinded gear 

blanks of 80 mm diameter and 20mm in thickness 

are prepared for WEDM processes. 

 

Gear 

A 

Module = 3, Pressure Angle = 14.5º, 

 Number of teeth Z = 16 

Gear 

B 

Module = 3, Pressure Angle = 20º, 

Number of teeth Z = 16 

 

Dowding & doll v8 gear hobbing machine of 

England is used which  can produce maximum 

module of 3.5 with maximum face width of 181mm, 

hob spindle speed 246 rpm, work feed 0.008-0.160 

i.p.r, diameter of hob arbor 19mm to 25.4mm, 

maximum of hob diameter 57mm, maximum hob 

length 57mm fitted with 2 H.P/1.5 kW motor.  High 

Table 1. Gear specification table 
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speed steel (HSS) M2 cutter of module 3 is selected 

for hobbing process.  Hob speed and feed rate of 400 

rpm and 0.25 mm per revolution were used based 

on preliminary experiments.  

Chmer CNC Wire EDM Model G32F of Taiwan 

was used to manufacture gear of module 3. CNC 

Wire EDM can travel in X, Y axis 360mm x 250 

mm and it can hold work piece of 300 Kg (max) 

having dimension 725x560x215 mm3 with 

maximum feed rate of 800 mm/min.  Cutting 

Accuracy of machine is ±15 µm. Brass wire of 

Vertex Taiwan with 0.25 mm diameter (Brass Zinc 

ratio of 65/35) equivalent to Alloy No. JIS-H3260 

C2700 having tensile strength of 980 N/mm2 was 

used in WEDM process.  Operational parameters of 

WEDM set to 20V as voltage, 34V as servo voltage, 

3ms as pulse-on time, 11ms as pulse-off time and 

1.45 mm/min as wire feed rate. These parameters 

were obtained from operation manual Chmer CNC 

Wire EDM Model G32F [10]. Gear profile was 

developed using Solid Works and subsequently 

imported in MasterCAM software to generate G-

Codes for CNC WEDM.   

 

2.1  Gear profile and lead variation 
measurements   

Gear profile and lead variation is measured on 

David Brown Profile Measuring Machine No. 18. 

The principle of involute profile measurement is 

based on a geometric property that a line normal to 

an involute curve is a tangent to the base circle [11]. 

Thus an involute is eventually the co-ordinates of 

heights to a tooth and angles from the base circle. 

Two base circle discs of sizes 45.11mm & 46.47mm 

were developed for profile and lead measurement of 

gear A and gear B respectively as mentioned in table 

1. Base circle disc measurement is based on 

formula: 

 

Base circle diameter = PCD x Cos (Pressure angle) 

 

These discs are grinded on both side. Involute 

profile variation is observed by this base circle disc 

that travel on straight edge as shown in figure 1. A 

small pressure was applied between disc and 

straight edge which lead them to move 

simultaneously. Stylus mounted directly above the 

straight edge traces curve that depicts the variation 

in involute profile of the gear. Same machine is used 

for lead variation measurement and mechanism is 

shown in figure 5.  Ideally curve on the graph should 

be vertical and deflection of the stylus is the 

measure of imperfection or variation from desired 

profile.     

 

Following are the graphs of profile deviation traced 

and recorded from the machine for the Gear A 

mentioned in table 1. Inspection is done on all four 

gears two each from WEDM and hobbing. Total 

four graphs were recorded and in each graph there 

are four curves showing deviation in profile of four 

teeth of a gear. Figure 2 and figure 3 show graphs 

for profile deviation.  

Figure 1. Principle of profile measurement 

Figure 2. Gear profile of 4 teeth of Gear A 

manufactured on WEDM. 
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As discussed earlier, in ideal condition the line on 

graph should be vertical which shows no deviation 

or zero deviation in gear profile. For calculation 

purpose, the region of graph taken under 

consideration is one row below from start of curve 

and two row up from bottom of curve and a vertical 

line is drawn from bottom of the curve. If graph 

goes on left side, it shows that gear is over size. 

Similarly if graph goes on right side, it shows gear 

is undersize. One box width of graph represents 

0.01mm.  On the basis of these graphs, data is 

tabulated and graph is drawn in figure 4 showing 

deviation of gear profile  in  four different gear-teeth 

located 90° apart with each other mentioned as 

positions# 1, 2, 3 & 4. Variation is tabulated and 

depicted in graph for all four gears as shown in 

figure 4.   

As mentioned earlier same machine can measure 

lead variation by moving stylus in vertical direction 

along tooth flank. Working principle of lead 

variation measurement is shown in figure 5. 

 

 

 

Similar procedure mentioned earlier is used for 

tracing and recording lead deviation curves for all 

four gears and is shown in figure 6 and figure 7. On 

the basis of these graphs, tables and graph are drawn 

in figure 8. 

 

 

 

Figure 3. Gear profile of 4 teeth of Gear A 

manufactured on gear hobbing 

Figure 4. Gear profile variation graph of Gear A & 

B manufactured on WEDM and hobbing. 

Figure 5. Picture of David Brown Profile on left 

and its principle for lead measurement on right 

Figure 6. Gear lead of 4 teeth of Gear 

manufactured on gear WEDM 
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-0.0825 -0.0625 -0.0475 -0.0425
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3. TOOTH PROFILE AND LEAD 
VARIATION ANALYSIS 
Tooth profile and lead variation analysis shown in 

table 2. Since in ideal condition deviation or error in 

profile should be zero, therefore, RMSD (Root 

Mean Square Deviation) values for all four gears are 

calculated based on observation in above figures 4 

& 8. 

Table 2. Comparison of RMSD values of two 

characteristics of gears A & B of module 3 

manufactured by WEDM and gear hobbing  

Gear  

Quality 

Character

-istics 

Pr. 

Angle 

 

RMS

D of  

WED

M 

Gear  

RMSD 

of  

Hobbin

g Gear  

Differenc

e 

(%) 

Profile 

Variation 

(mm) 

14.5° 0.027 0.037 27.03 

20° 0.009 0.061 85.25 

Lead 

Variation 

(mm) 

14.5° 0.008 0.028 71.43 

20° 
0.009 0.057 84.21 

 

Percentage difference of RMSD in table 2 shows 

gear profile and lead of all four gears developed by 

WEDM are more accurate than gears developed by 

hobbing process.    

WEDM process based on the principle of removing 

material from a part by repeated electrical 

discharges between brass wire as electrode and 

blank as work piece.  Due to erosive effect of 

electric discharge from gear blank and brass wire 

causes removal of material irrespective of blank 

hardness. Since in WEDM process there is no direct 

contact between gear blank and wire  so there is no 

mechanical stresses and vibration problem [2] 

results in less variation in lead. On other hand 

hobbing machine has two skew spindles, one is 

fitted with gear blank and other with hob and due to 

continuous engagement and vibration causes 

deviation in lead. Table 2 shows that difference in 

RMSD of both process and confirmed the 

superiority of CNC Wire EDM (WEDM) process. 

WEDM consist of slide fitted with ball screws 

which are numerically controlled that results in 

better profile accuracy. Also accuracy mainly 

depend upon CNC Wire EDM parameters, 

condition and type of wire used and wire guides. 

Optimal parameters were set given in Chmer 

machine's manual. Choice of WEDM wire can be 

molybdenum or brass. Molybdenum wire is 

reusable but in this case precision and finish of final 

product will suffer as wire gets thin due to repetitive 

use. For the purpose of this study brass wire was 

selected which is used for one time resulting in 
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Figure 7. Gear lead of 4 teeth of Gear 

manufactured on gear hobbing 

Figure 8. Gear lead variation graph of Gear A & B 

manufactured on WEDM and hobbing 
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better accuracy and surface finish. On other hand in 

gear hobbing process a blank is cut into shape of 

gear progressively by series of cuts with a hob 

cutter. In hobbing all motions are rotary and both 

gear blank and hob rotate constantly meeting with 

each other in a manner such that two gears are mesh 

with each other and distance between both the axis 

of gear blank and hob continuously decreases to 

generate the gear profile on blank. Due to 

continuous engagement hob cutter results in its 

wear and ultimately causes variation in profile. Any 

error in hob results in thick and thin teeth in the 

blank [11]. Wear in gear-hob effects on accuracy of 

gear profile and this can be observed and inspected 

after completion of manufacturing process. The 

percentage difference of this gear characteristic of 

both processes mentioned in table 2 also confirms 

superiority of CNC Wire EDM (WEDM). 

 

4.   CONCLUSIONS 
This paper presents comparison and analysis of gear 

characteristics such as gear profile and lead 

developed by two different processes namely 

hobbing and CNC wire EDM. 

Results show that CNC Wire EDM can manufacture 

spur gear with more accuracy in respect of profile 

and lead. Also it shows that we can eliminate 

additional gear sheaving process which is usually 

needed to achieve more accuracy. 

Hobbing is an special purpose machine and it needs 

different cutter for each module whereas CNC Wire 

EDM is general purpose machine.  

CNC Wire EDM has an additional advantage of its 

capability to cut hard materials. 

Also hobbing is restricted to only external gears 

whereas CNC Wire EDM can be used for both 

internal and external gears. CNC Wire EDM can be 

a good alternate to hobbing for low production, 

reverse engineering, prototyping and research work.  

The outcomes of this research are useful for 

engineers to manufacture gears including corrected 

gears with alternate method of gear manufacturing 

for low production and research work particularly 

in case of unavailability of hobbing machine and 

cutter. However further work is needed to include 

other quality control gear characteristics. Also 

research is needed in manufacturing of helical gear. 
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Abstract 
The shortest cutter length determination without collision for the 5-axis milling machining is a critical task. 

Short tool length increases the rigidity of the cutting system and chatter stability. In this study a new 

interference detection method of the complete cutting system with the work in process model as well as with 

the fixture is developed. The complete cutting system includes spindle (cylinder), tool holder (truncated cone) 

and cutter (cylinder). All these element of the cutting system form the surface of revolution around the cutter 

axis. The surfaces of the work-in-process model and the fixture model can be represented as the point cloud 

data. The KD-tree data structure is employed on the point cloud data. Implementation of this methodology 

results in efficient searching of possible candidate points for the collision in the system. Other scope of the 

proposed algorithm is to select the tool holder to minimize the overhang tool length. 

Keywords: 5-axis milling; Collision detection; shortest cutter length; K-d tree data structure. 

 INTRODUCTION 
Five degrees of freedom are the minimum required 

to obtain maximum flexibility in the tool orientation 

relative to the work-piece. On the other hand these 

degrees of freedom can increase the possibility of 

global collision between the moving parts. Global 

collision means accidental contact of non-active 

cutting portion of the cutting system (tool, tool 

holder and spindle) with the other moving parts of 

the machine such as work piece or fixture or table. 

The main objective of this work is to determine the 

shortest possible cutter length for machining the 

complete part without any global collision. The 

most important parameter in static tool deflection is 

the tool slender parameter ‘L3/D4’ [1,2,3]. Most of 

the machining simulation software, such as CATIA, 

can generate the 5-axis machining tool path and 

different sizes of tool holders can be modelled. 

Collision checking is performed with the initial 

stock material and if a collision is found, there are 

two possibilities to overcome this difficulty. The 

first is to increase the length of the tool and the 

second is to change the model of the tool holder. If 

we fix the tool holder model, an optimal length is 

needed to avoid collision. All existing algorithms 

[4,5,6] are capable to detect collision between 

cutting system and other moving parts i-e work 

piece and fixture but they did not remove the 

collision by optimum tool length. In this research a 

new collision detection method is introduce, which 

is also capable of given the solution of collision 

removal with the optimum tool length. 

 

3 METHODOLOGY 
For the collision detection, it is necessary to model 

the possible candidate elements (solid bodies) of the 

collision for the machining system. Different 5-axis 

machines configuration gives the different number 

of possible candidate elements for the collision 

detection. In most of the 5-axis machining systems 

possible candidates are complete cutting system, 

work in process model and the fixture. In this study, 

possible candidate elements for the collision are 

divided into two groups. One is the complete cutting 

system and the other elements are work in process 

model and fixtures. After the modelling of the 

possible candidates elements for the collision 

following steps are used  

 

I. Five axis machining tool paths are generated 

in the CAM software. 

II. At each cutter location, determining the 

orthogonal range of the spindle and the tool 

holder in the part coordinate system. 
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III. From the orthogonal range, determine the 

possible candidate points of work in process 

model and fixture by using KD-tree data 

structure. 

IV. By increasing the cutter length (change in 

the mounting position of the tool), collision 

can be avoided. Increase and find the 

optimum (shortest) length of the cutter for 

the complete machining of the part. 

 

4 MODELLING OF THE SOLID 
BODIES 

 

4.1 Cutting system modelling: 
Due to the axial symmetry nature of the cutting 

system, the spindle is represented as a cylinder and 

the tool holder as a truncated cone and the complete 

cutting system is model as the surface of revolution. 

Surface of revolution can be represented with two 

parameters and given as 

 

     n z n

0 u 1
S u =R L u         for n=1,2,3      (1)

0 2

  
  

  
φ φ

φ π

 

 
   
   z

cos -sin 0

Where,  R = sin cos 0    0 2

0 0 1

 
 

  
 
 

φ φ

φ φ φ φ π

 

Where ‘L’ represents the profile of the revolution 

and ‘n’ represents the no. of the cutting system 

elements (cutter, tool holder and the spindle) 

 

4.2 Work in process model: 
Different CAM softwares are able to generate tool 

paths and also capable to store the updated stock 

after each cutting process. These updated stocks are 

called in-process work piece models. For an 

illustration a rough tool path is generated in CATIA 

and from STL file of the in-process work piece 

model, a tessellated triangular mesh surface is 

generated. Demonstration of the work in process 

model is shown in figure-1 and the tessellated 

triangular representation of the in-process work 

piece model is shown in figure-2.  

 

 
 

 

 
 

 

4.3  Point cloud generation: 
Randomize points generation with the suitable 

density (points per unit area) will create point cloud 

data. In the triangular tessellation representation of 

the in-process work piece model, point cloud data 

consist of the vertices of the triangles and randomly 

generated points on the triangular planes with the 

suitable density. The method of generating random 

points on a triangle is well established.  For 

generating the point cloud data of constant density 

“D” for each triangle, no. of points on each triangle 

can be calculated as 

1
No. of points for a triangle P P X P P D   (2)

1 2 1 32
  

 

Where P1, P2 and P3 are the vertices of a triangle 

For the generation of a random point on a triangle, 

two random numbers r1 and r2 at [0, 1] interval are 

generated and point can be calculated by the 

following formula as given in the literature [7,8] 

 

Figure 1. In process work piece model after rough 

machining operation 

Figure 2. Triangular tessellated representation of in 

process work piece model 
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1 1 1 2 2 1 2 3(1 ) P (1 ) P P       (3)         P r r r r r

 

 

Example of the point cloud data generation with the 

density of 0.5 points/mm2 on the triangular mesh 

surface is shown in figure-3. No. of points and 

points on the triangles are calculated by using 

equations (2) and (3) respectively. 

Design 

surface

Point cloud 

data

Z
-ax

is

Y-axisX-axis

 

 

5 KD-TREE DATA STRUCTURE 
APPROACH FOR AN EFFECIENT 
SEARCHING OF THE COLLISION 
DETECTION 

Kd-tree is a form of data structure from which 

multiple queries related with the data can be found 

efficiently. In this research, we are focusing on 

orthogonal range searching queries i.e report all the 

points which fall into a rectangular region “R”.  

 

First, tool length at any initial mounting position of 

the tool is considered as the length of the tool and 

based on this tool length, spindle (cylinder) bottom 

and top circles in the cutter coordinate system. 

These circles can be transformed in the part 

coordinate system by using the transformation 

matrix from cutter coordinate system to part 

coordinate system. By taking the projections of the 

bottom and top circles of the spindle on xy-plane of 

the part coordinate system, orthogonal range for the 

spindle can be determined as shown in figure-4 

 

Projection of top 

circle of the spindle 

on xy-planeOrthogonal range

rectangle “R”

Projection of bottom circle 

of the spindle on xy-plane

Part coordinate 

system

 

 
For the calculated orthogonal range, possible 

candidate points for the collision detection can be 

found with the help of Kd-tree data structure at each 

cutter location. Following mathematical model is 

developed for the collision detection with the 

spindle and removal by optimum tool length 

 

Minimum distance (d) 

{Sample point (SP) on work in process model, Tool 

centre line segment from spindle start point to the 

pivot point} 

Subjected to;     

Minimum distance (d) > rs (radius of spindle)   (4)                                                                                  

 

Where, SP ϵ valid point cloud data determined from 

Kd-tree data structure. 

 

5.1 Steps of algorithm: 
 

Step 1: 

Generate the 5-axis machining tool path in CAM 

software and produce APT file which consist of 

cutter location points and tool vectors in the part 

coordinate system. 

Step 2: 

Determine machine orientation angles from the tool 

vectors and develop transformation matrix from 

cutter coordinate system to part coordination  𝑇
𝑐
𝑤

 

system for each cutter location. 

Step 3: 

Calculate the spindle centre line segment in the part 

coordinate system for each cutter location by using 

the start point and the end point of the spindle centre 

Figure 3. Point cloud generation with the density 

of 0.5 points/mm2   

Figure 4. Orthogonal range of spindle at one cutter 

location (CL) point 
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line segment. Following equations can be used to 

determine spindle centre line segment. 

      
 

SS SE

w w

0 u 1
line u = 1-u P + u P   

line u TCLS

  
   

 
 

SS SE c SS SE

w w w C CP P =T P P        

 
TSS

C ThP 0 0 +L 1  = Spindle start point in 

the cutter coordinate system 

 
TSE

C Th SP 0 0 +L L 1  = Spindle end point 

in the cutter coordinate system 

 

Where = Tool length at initial mounting position. 

 LTh= Tool holder length 

 LS= Spindle length 

 

Step 4: 

For each cutter location determine the orthogonal 

range of the spindle and from the orthogonal range 

determine possible candidate points of collision by 

using KD-tree data structure. 

Step 5:  

Determine the distances between the spindle centre 

line segment and the possible candidate points of 

collision calculated in step-4 at each cutter location. 

If anyone distance is greater than the radius of the 

spindle there will be collision. 

Step 6:  

If collision is found use the 1mm increase in length 

for each loop and determine the collision free tool 

length for each cutter location. 

 

6 RESULTS AND VERIFICATION OF 
ALGORITHM IN CATIA: 

 

One five axes machining tool path is generated with 

22 CL points. Position and orientation of the tool 

vectors are shown in above figure-5 and the 

parameters of the cutting system are given in the 

table-1 

 

 

X-axis

Z-axis

Y-axis

Triangular 

mesh surface

Design 

surface

Tool Vectors for 

one tool path

 

 

Para-
meter 

Description Value 

 
Length of the tool at initial 
mounting position  

30mm 

rc Radius of cutter  5mm 

LTh Tool holder length 50mm 

ri 
Bottom radius of tool 
holder or truncated cone 

30mm 

ro 
Top radius of tool holder or 
truncated cone 

50mm 

LS Spindle length 200mm 

rs Spindle radius 80mm 

SP 
 No. of sample points for 
Kd-tree structure  

610 

 

Based on the above parameters and at each cutter 

location, no. of points reported from Kd-tree data 

structure is shown in figure 6 and final results are 

concluded in the table 2. 

Table 1: Parameters of the cutting system 

Figure 5. One five axis machining tool path with 

22 tool vectors.   

Figure 6. No. of sample points reported by Kd-tree 

data structure at each cutter location.   
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Table 2: Incremental length needed at CL 19 & 20 

for the avoidance of collision from spindle 

Index no. of CL 
point 

19 20 
Opt. 

Length 
(mm) 

For the spindle 
collision detection, 
change in length 
needed at each CL 
in ‘mm’ 

3.4947 14.710 

 
 

Min. length 
(mm)needed to 
avoid collision at 
each CL point 

30+3.49 
    =33.49 

30+14.71 
=44.71 

 
44.71 

CATIA verification at 19th CL point is shown in 

figure no. 6(a) & (b). 

Collision with spindle

Initial tool length

 

No Collision with 

spindle

Modified cutter length

 

 

7 CONCLUSION AND FUTURE 
WORK: 

An efficient algorithm for the collision removal of 

the spindle by optimum length has been developed 

for discrete CL points of the five axis machining 

tool path. This algorithm also has the capability of 

collision detection and removal of the spindle with 

the fixture. In the future, algorithm for the collision 

detection with the tool holder will be required for 

the collision detection of the complete cutting 

system.  
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Figure 6(a) -At cutter location 19, with the cutter 

length of 30mm collision is found with the spindle 

and tool holder.   

Figure 6(b) -At cutter location 19, with the cutter 

length of 34mm (determine by algorithm) collision 

is found with the spindle but collision with tool 

holder is present.   
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Abstract 
Increased global competition for manufacturing sector have led many companies towards pursuing ways to 

gain competitive edge in domains such as service, cost, quality and timely delivery. Role of effective 

maintenance towards the overall productivity of an organization has received increased attention in the past 

few years and the role of maintenance has shifted from necessary evil to profit contributor. The study presents 

an overview of perspectives and trends of maintenance function in automotive industries of Pakistan. 

Automotive sector was selected due to its high importance in the economic growth and because it is considered 

to be a leading industrial domain of Pakistan that steers the growth in large scale manufacturing sector. 

Performance of different industries were evaluated and compared with each other as well as with that of world 

class practices. It would bring to light areas which the industries lead and lack and would not only help them 

to improve their maintenance practices but also bring them up to the global standards. 

Keywords: Maintenance management; automotive sector 

 INTRODUCTION 
Maintenance can be defined as “the combination of 

all technical, administrative and managerial actions 

during the life cycle of an item intended to retain it 

in, or restore it to a state in which it can perform the 

required function” [1] or a combination of functions 

which are considered necessary to provide a given 

service. Whereas maintenance management can be 

defined as management activities that determine the 

maintenance objectives, priorities, strategies and 

responsibilities and implement them by using  

maintenance planning, maintenance control, 

supervision and several improving methods [2]. 

Maintenance management is considered to be an 

important function of any manufacturing firm. If 

managed effectively it can bring improvement in 

the performance of any organization. It has been 

found that maintenance represents from 15 to 40% 

of the total product cost and improving maintenance 

is considered to be easier and more likely to occur 

[3].Therefore in order to make rapid improvement 

in manufacturing sector maintenance management 

can play an important role especially for the 

developing country like Pakistan and has high scope 

in research. The study presents an overview of 

trends and perspectives of maintenance function in 

automotive industries of Pakistan. Automotive 

sector was selected due to its high importance in the 

economic growth and due to the reason that it is 

considered to be a leading industrial domain of 

Pakistan that steers the growth in large scale 

manufacturing sector [4]. Performance of different 

industries were evaluated and compared with each 

other as well as with that of world class practices to 

help the industries identify the areas which need 

improvement and subsequently take measures to 

improve their performance to the world class 

standards. 

 

8 METHODOLOGY 
The aim of study was to evaluate the performance 

of the selected industries among themselves and 

with that of the world class benchmark (WCB) 

standards. For the purpose, four areas of 

maintenance management were considered for the 

study and a questionnaire by Wireman [5] was used 

to evaluate the performance of the industries.   Table 

1 shows the maintenance management areas and 

their WCB values. The questionnaire was being 

filled by different concerned personnel belonging of 

the same firm so as to ensure authenticity of data. 

Then bar charts were used to analyze the collected 

data and evaluate performance of the selected 

industries. The performance of industries 
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individually, and on average were also compared 

with that of WCB in each section. 

 

Table 1. Maintenance Management activities and 

world class benchmark values[5] 

Sections WCB 
Preventive Maintenance  24.1 

Maintenance Work Orders  26.3 

Maintenance Inventory & Purchasing 28.4 

Asset Care Continuous Improvement 26.9 

8.1 Description of Selected industries 

8.1.1 Industry 1: 
A multinational company (MNC), original 

equipment manufacturer (OEM), founded twenty 

six years ago, capacity of 54,000/year and a 

turnover of Rs. 57,000 millions/year. 

8.1.2 Industry 2: 
An MNC, OEM, founded twenty two years ago, 

installed capacity of 150,000/year and a turnover of 

Rs. 51,000 millions/year. 

8.1.3 Industry 3: 
An MNC, OEM, founded twenty eight years ago, 

installed capacity of 750,000/year and a turnover of 

Rs. 44,000 millions/year. 

8.1.4 Industry 4: 
A local company, OEM, founded thirteen years ago, 

installed capacity of 55,000/year and generates a 

turnover of Rs. 1000 millions/year. 

8.1.5 Industry 5: 
A local vendor company, founded thirty six years 

ago, capacity of more than 1,000,000/year and 

turnover data was unavailable. 

9 ANALYSIS 

9.1 Preventive Maintenance (PM) 
In order to attain world-class performance, most 

companies are replacing corrective strategies for 

maintenance with proactive strategies such as 

preventive and predictive maintenance techniques. 

Preventive maintenance is often referred to as 

use/time-based maintenance activities that are 

executed according to a plan (i.e. planned 

activities). It is comprised of maintenance activities 

that are undertaken after a specified period of time 

or amount of machine use [1,2]. Different 

researchers have emphasised on the role which 

preventive maintenance can play in improving 

maintenance function and have placed it at the 

foundation of their proposed maintenance 

frameworks [5,6]. World class manufacturing 

experts believe that a rigid and disciplined 

preventive programs helps to produce high quality 

products. Also, the use of effective preventive 

maintenance activities can lead a company to 

achieve a ratio of 4:1 between proactive 

maintenance and reactive maintenance respectively. 

This means approximately 80% activities are 

planned and only 20% activities are corrective  

which could help to make other maintenance 

practices and processes to become more effective in 

terms of planning, execution and control [5]. 

 
 

 

Results presented in Figure 1 show that the average 

performance of the evaluated industries stands 

below than that of WCB standards. On further 

evaluation it can be seen that industries which are 

MNCs, have scored high in the evaluated section 

whereas the performance of both local industries is 

well below the evaluated average as well as WCB.  

Figure 1. Preventive Maintenance 

Figure 2. Percentage of critical equipment 

coverage and use of historic data by preventive 

maintenance program 
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Use of historic data along with the inclusion of 

critical equipment in PM program are the 

ingredients that make a PM program   [5]. Historical 

data, if accurate and used properly, could give 

useful information about the equipment such as 

mean time between failures, date of last repairs, 

causes of failure etc. which, in turn, helps to design 

an effective preventive maintenance plan. Without 

effective historic records, PM would only become a 

guess work. From Figure 2, it is clear that industries 

utilizing historic data perform better than those 

which do not make use of historic data for their PM 

program. Industry 4, as indicated by results (Figures 

1 and 2), shows exception from the above argument 

as it showed the same usage of historic data as 

industries 1, 2 and 3 but its performance in PM was 

below the average as well as WCB (Figure 1). This 

could be attributed to the percentage of equipment 

covered by PM program. Although, it may not be 

cost effective to include all the equipment in the 

facility in a preventive maintenance program, 

however, it seems obvious from the results in Figure 

2 that the organizations (i.e. industry 1, 2 and 3) 

which include a higher percentage of their 

equipment to be covered by preventive maintenance 

program perform better. On the other hand, industry 

4 and 5 did not cover a high percentage of their 

equipment under PM program which resulted in 

their low performance in the context of PM program 

implementation.  

9.2 Maintenance Work Orders (WO) 
An essential part of the maintenance control is the 

work order system which is based on utilizing a 

document (i.e. WO) which provides necessary 

information for planning, monitoring and reporting 

maintenance work. Work order system is a tool to 

measure and control the maintenance function and 

is considered to be an important indicator of 

maintenance performance  [9]. Studies show that it 

is impossible to measure and control maintenance 

activities if an organization does not have a well 

implemented work order system [5].  

Results in Figure 3 show that, similar to the results 

of PM domain, the performance of local industries 

(4 and 5) in the domain of work order system is well 

below the average performance and the WCB. 

Work orders if properly managed contain historical 

data which can not only be used for forecasting 

equipment failure but also for optimizing 

maintenance strategy, resource allocation and hence 

making maintenance function cost effective and 

more efficient. Figure 4 shows that for Industry 4 

and Industry 5, very low percentage of work orders 

are available for historical data analysis. 

 

 
 

 
 

 

One of the reasons could be that the concerned 

personnel are usually reluctant of filling up the work 

orders and if filled the data is either not accurate or 

complete and hence cannot be used for future use 

which is also evident from 4. Majority of the firms 

track only 25% or even less of the categories for the 

future use through work orders. It is important that 

work order system should not only cover the jobs 

performed but also the data entered should be 

relevant, accurate and complete. 

9.3 Maintenance Inventory and Purchasing 
The timely availability of materials, spare parts and 

services is a key element of an effective and strong 

maintenance program. However having too many 

parts in stock will increase inventory and would 

result in tie up of capital. The purpose of 

maintenance inventory and purchasing is to 

maintain the spare parts and inventory required at 

Figure 3. Maintenance Work Order System 

Figure 4. Work orders available for historical data 

analysis and categories tracked by workorders 
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an optimize level. Too low or too high both levels 

can affect the performance.  

 

 

 

Results evaluated in Figure 5 show that the 

performance of all selected industries, apart from 

industry 2, is not up to the mark (WCB) in the 

context of maintenance inventory and purchasing.  

 

 

 

In order to be successful within the highly 

competitive market it is essential to have spare parts 

where and when required as it ensures reliable 

equipment and customer satisfaction [10]. Good 

inventory control enables the maintenance 

department to be responsive to the operations group, 

while increasing the its own personal productivity 

[5]. Results in Figure 6 show that only Industry 2 

has an inventory system that is efficient enough to 

provide spare parts when required. On the other 

hand, Industry 5 is not able to get the required spare 

part for even 50% of the times which is not a good 

sign and reflects poor practices of the company. 

Updating inventory levels on regular basis would 

convey actual number of inventory items and spare 

parts present resulting in correct reorder quantities 

without having unnecessarily high or low 

inventories. From Figure 6, it also evident that only 

Industry 2 is able to update its inventory levels 

(spare parts) on frequent basis. This suggests that 

regular updating of inventory would result in 

keeping the right spare parts inventory and thus the 

operation of maintenance department would be 

enhanced, which is the case for industry 2. 

9.4 Asset Care Continuous Improvement 
In all aspects of business, continuous improvement 

is considered to be an essential element for meeting 

the challenge of today’s turbulent environments 

[11]. Continual improvement, when considered in 

reference to asset care is an ongoing evolution that 

includes constantly looking for the little things that 

can make an organization more competitive[12]. 

Many authors have included different continuous 

improvement techniques as a part of their proposed 

frameworks for asset care and maintenance 

management [2–5] since it can tremendously 

increase asset productivity [16].  

 

 

 

Results depicted in 7 show that the performance of 

Industry 1 and 2 have been exceptional whereas the 

other three industries have performance below 

WCB in this domain.  

 

Figure 5. Maintenance Inventory and Purchasing. 

Figure 6. Percent of time materials in store when 

required 
Figure 7. Performance of automotive industries of 

Pakistan in asset care and continuous 

improvement. 
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Management support can play an important role to 

enhance continuous improvement efforts for 

maintenance function [14]. Senior management 

must not only communicate its support throughout 

the organization but the message must be repeated 

over time to encourage continuous improvement. 

Similarly, performance audits should be conducted 

to ensure that optimization is achieved and show 

management concern [16]. Results in Figure 8 show 

that both the industries 1 and 2 have moderate to 

high support of management in relation to 

continuous improvement efforts. Whereas the same 

for industries 3, 4 and 5 is weak to none. Thus, it is 

clear that in order to have a world class 

performance, management support is an important 

element.  

Researchers believe that utilization of emerging 

techniques and technologies such as Total 

Productive Maintenance (TPM) and Reliability 

Centered Maintenance (RCM) can have higher 

impact on the maintenance practices and its 

outcomes [14]. Reliability engineering is 

comparatively a new philosophy in maintenance 

domain for industries of a developing country like 

Pakistan. When evaluated in reference to 

continuous improvement effort it was found that 

none of the evaluated organizations have positive 

attitude towards it (i.e. no industry showed any 

response to using reliability engineering for 

improvement of maintenance activities). This could 

definitely be an important reason behind the 

average performance of industries being below te 

WCB in this domain. 

10 CONCLUSION 
Maintenance is considered to be a critical support 

activity for any manufacturing industry. For a 

developing country like Pakistan the role 

maintenance can play for the development and 

improvement of industries cannot be denied. The 

study conducted shows that the average 

performance of the Industries, in the evaluated 

sections is below the WCB. Moreover on further 

evaluation this can be noted that multinational 

industries and the industries which are in business 

for longer time have scored and showed 

comparatively better performance. Therefore the 

newly emerging and the local industries can target 

those industries as their benchmark to improve their 

performances. Results also reflect that the industries 

have not scored well in the section of continuous 

improvement and do not show positive attitude 

towards the newly emerging techniques. Industries 

should continuously evaluate and improve their 

present practices and also welcome new techniques 

since it would help them to improve their current 

performance and bring their standards to 

international level. 
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ABSTRACT 
Finite element models of complex structures involve a very large number of degrees of freedom (DOF) and 

this entails substantial computational efforts and simultaneous dealings with both linear and nonlinear parts in 

geometry. To address these problems, we opt for sub-structuring technique or model reduction method. This 

technique involves division of complete assembly into several components and would predict the behavior 

(dynamic or static) of the complete assembly by assimilating characteristic behavior of its components. With 

the help of this technique, there is ease in analyzing the model in parts where each part is a super-element. In 

this research, we consider a flying vehicle and would apply the sub-structuring technique for its static, model, 

harmonic and transient dynamic analysis. The vehicle geometry is divided into requisite number of super- 

elements to reduce the model. The ‘Top down sub-structuring’ procedure has been opted in which notion of 

super- elements as being large pieces of a complete structure is taken, has been opted. It has been shown that 

our static and transient nonlinear analysis’s problem size and CPU-resource requirements is diminished and 

structural analysis is straightforwardly carried out. The technique has been applied on two different types of 

wings and for each type of analysis, the comparison is carried out for the Complete method and Sub-

Structuring method. 

 

 INTRODUCTION 
Finite element models of classic modern structures 

can involve a very large number of degrees of 

freedom (DOF) and this implies considerable 

computational effort. Significant research efforts 

have been focused toward model reduction. Sub-

structuring, therefore is a technique that involve 

partitioning of the entire structure into several sub-

structures or components [1]. The essential idea is 

of deriving the behavior of the entire assembly 

from its constituents to reduce time consumption 

and computational efforts. Hence, in an 

optimization setting, re-computations need to be 

done only for those sub-structure involving 

modifications.  

The inspiration for carrying out analysis of 

complex structures such that some form of 

structural partitioning would be possible for direct 

model updating [2], could be either because of 

different methods being used on different structural 

components or because of the limitations imposed 

by the capacity of the digital computers .Thus, such 

necessities generated the idea for implementation 

of sub-structuring technique. [3] 

Sub-structuring is a course of action that condenses 

a group of finite elements into one element 

represented as a matrix. The single-matrix element 

is called a super-element or a sub-structure [4] 

which could be used in an analysis as we would any 

other element type. In this way, the matrix for the 

whole structure is reduced and calculations could 

be carried out in ease. 

For structural systems that have a large number of 

DOF or have components designed by separate 

groups of organizations, the method of sub-

structuring has proven to be an accurate, efficient, 

and economical method of analysis[3]. The 

primary merit of sub-structuring is that the number 

of DOF in the total structure is far less than in direct 

use of the finite element method.  

Sub-structuring is a very popular method of model 

reduction for any structural dynamics problems. It 

is very useful in a design situation; for example, 

different teams of researchers design different 

components in an aircraft or nuclear reactor 

structure. Any design changes affect only the 

particular component concerned. Through sub-

structuring, nonlinear analysis could be handled 

well. In a nonlinear analysis, we can sub-structure 

the linear portion of the model so that the element 
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matrices for that portion need not be recalculated at 

every equilibrium iteration [5]. Any kind of model 

updating or modifications of a specific part is 

highly supported by this technique as calculations 

for that specific part would only be carried out. 

Less memory consumption is possible with sub-

structuring. Reduction in consumption of time by 

reduction of matrix of elements results due to 

portioning of the structure. 

A super-element is a grouping of finite elements 

that, upon assembly, maybe regarded as an 

individual element for computational purposes [6-

8]. These purposes may be driven by modeling or 

processing needs. In other words, complex 

assemblies of elements that result on breaking up a 

structure into distinguishable portions are called a 

super-element or a sub-structure. Each super-

element can be analyzed individually, hence saving 

analysis time.  

 

18 MATHEMATICAL 
REPRESENTATION 

Consider the wing as a sub-structure (super-

element) as shown in Figure 1. 

 

 

 

The DOF related to super-element are of two types. 

Internal Freedoms are not connected to the 

freedoms of another super-element. Nodes whose 

freedoms are internal are called internal nodes [9]. 

Master degree of Freedoms (MDOFs) is connected 

to at least another super-element [10]. They usually 

reside at boundary nodes placed on the periphery of 

the super-element, also called as boundary nodes. 

The nodes where the super-element attaches to the 

main body or in non-technical terms to the non 

super-element body are called as Interface Nodes. 

Interface nodes are also called as Master Nodes. At 

master nodes, the degree of freedom, defined, 

therefore is called as Master Degree Of Freedom. 

Master DOF is also defined on the nodes where the 

force is applied on the sub-structure. Master DOF 

is of great importance as it acts as the boundary 

condition in calculation of results for the complete 

structure. 

The objective is to get rid of all displacement 

degrees of freedom associated with internal 

freedoms. This elimination process is called static 

condensation, or simply condensation. [11-14] 

Let F be the exterior forces, K the stiffness matrix, 

and U the displacement vector (see Figure 2). Then 

these quantities satisfy the system of equations 

 

KU = F    (1) 

 

Now dividing U into unknowns Ui of the interior of 

each sub-structure, and the unknowns Ub of the 

boundaries between sub-structure. 

 

 

 

From this point onward, the condensed super-

element may be viewed, from the standpoint of 

further operations, as an individual element whose 

element stiffness matrix and nodal force vector are 

Kbb and 𝑓�̃� respectively. 

Considering Fig 3, treating the displacements as 

unknowns, the complete structure is initially 

partitioned into a number of sub-structures, whose 

boundaries could be specified arbitrarily. In the 

first step of the analysis, each sub-structure 

displacements under the external forces acting on 

its interior are obtained with all the generalized 

displacements on common boundaries completely 

arrested. Subsequently all the boundaries are 

simultaneously relaxed and the sub-structure 

boundary displacements are calculated. The total 

Figure 1. Super-element or sub-structure with 

internal and boundary nodes identified.  

Figure 2. Static condensation explained.  
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displacements of the structure are then obtained as 

the superposition of these displacements. 

 

 

 

19 SUB-STRUCTURING 
PROCEDURAL VIEW 

Three discrete steps are used for completion of sub-

structuring technique. 

 

19.1 Generation Pass 
Sub-structures or super-elements are generated 

during this step. It involves selection of master 

degree of freedom, which is located along the 

border between the super-element and the main 

structure [15]. At the end of this step, matrices 

equivalent to each super-element are written to 

separate files (see Fig 4) and super-element matrix 

is generated to use in further steps. Master DOF is 

defined at the nodes of the super-element at which 

it is made in contact with the main body. This is 

basically the degree of freedom in which the major 

motion of the body is to be occurred. The master 

degree of freedom is fixed to the super-element and 

rotates with it if it’s rotated. 

 

 

19.2 Use Pass 
In this phase, main structure is generated. Also the 

super-element is brought in the main structure [16-

17]. At the end of this step, the solution for the main 

structure is obtained, which includes the solution 

for the master degree of freedom of each super-

element. From matrix point of view, an assembly 

matrix is generated as shown in Figure 5.  

 

 

19.3 Expansion Pass 
During this step, complete solution for super- 

elements is obtained by expanding the solution of 

master degree of freedom from the use pass [18]. 

Figure 6 shows the final result of the entire process. 

 

 

  

20 TYPES OF APPROACHES 
Three types of sub-structuring approaches can be 

found in literature. [19] 

  

20.1 Bottom up Sub-Structuring  
This category approach is usually used in solution 

of large models which are divided into number of 

super-element so they could fit in computer[19]. In 

Figure 3..Model reduction 

Figure 4. Generation pass  

Figure 5. Use pass  

Figure 6. Final result after the use pass  
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the first step, each super-element is generated 

individually through generation pass. Use pass will 

carry out the assembly of all super-elements. 

Complete solution for non-super element types and 

reduced solution for super-element is obtained and 

then in later stages, the solution for entire model 

including each super-element and other elements is 

expanded. 

 

20.2 Top down Sub-Structuring  
This technique is helpful for relatively smaller 

models and especially for the isolated component 

analysis[19]. Basically, in the first step, the entire 

model is built. In generation pass, the portion to be 

represented by super- element is selected and 

super- element is created by applying desired loads. 

In Use pass, the full model is restored and only non 

super- element geometry is selected, loads are 

applied and solved. In last step, the expansion pass, 

the entire model is restored and each super-element 

is expanded separately, allowing the solution for 

each super-element to be reviewed separately and 

overall solution analysis of assembled super- 

elements to be obtained in post processing. 

In this method the super- elements are not 

assembled together in use pass. They are just 

specified in entire model in first step. Loads are 

applied to them and non-super elements (also 

specified in the model). We just have to set all 

active DOFs as master DOF as the portion for 

super-element is selected within the model, so that 

in final step, the super- elements can easily be 

identified out of entire model and an analysis can 

be reviewed over them.  

In a bottom up technique one thinks of super- 

elements as built from simpler elements. In a top-

down technique, super- elements may be thought as 

being large pieces of a complete structure. 

 

20.3 Nested Sub-Structuring 
In this technique we usually deal with the models 

containing super-element with in the super-element 

[19]. The solution for the parent super-element is 

obtained first and then for the super-element inside. 

For the project work out, top down sub-structuring 

technique is used as we aim to handle a smaller, 

isolated and already build component. Also, in this 

paper, Complete method refers to the normal 

method of analysis i.e. Without Sub-Structuring. 

  

21 RECTANGULAR WING ANALYSIS 
Initially a rectangular wing was modeled and 

analyses were carried out using complete method. 

Later, the implementation of sub-structuring 

technique was conducted over it. 

 

21.1 Static Analysis 
Code for static analysis of the rectangular wing for 

complete method and sub-structuring method is 

shown in Figure 7. 

 

 

 

21.2 Modal analysis 
Modal analysis of the rectangular wing was carried 

out with the intention to compare the results with 

that obtained after the implementation of the 

technique. Figure 8 shows the code for modal 

analysis, Figure 9 depicts the result of the complete 

method and Figure 10 shows the results of Sub-

structuring method. Finally, the comparison of the 

results is depicted in Table 1.  

Figure 7.  static analysis with sub-structuring 

method  
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21.3 Mode Superposition Harmonic 
Analysis 

Mode superposition method is a method of using 

the natural frequencies and mode shapes from the 

modal analysis (ANTYPE, MODAL) to describe 

the dynamic behavior of a structure to transient or 

steady harmonic excitations. Code for harmonic 

analysis of rectangular wing using Complete 

method and Sub-structuring method are shown as 

Figure 11 and Figure 12 respectively. This is 

followed by Table 2 which compares the results for 

the two methods.  

 

 

 

Figure 8. Code for modal analysis for rectangular 

wing (left) Complete Method (right) Sub-

structuring Method 

Figure 9. Deformation results for first mode 

shape of the rectangular model as per Complete 

method. 

Table 1. Comparison of results for modal analysis 

of rectangular wing 

Figure 10. Deformation results for first mode 

shape of the rectangular model as per Sub-

Structuring method.  

Figure 11. Code for harmonic analysis of 

rectangular wing using Complete method 

Figure 12. Code for harmonic analysis of 

rectangular wing using Sub-Structuring method 
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During the conduction of modal analysis over the 

model wing the research over the modal analysis 

revealed that there are six different mode extraction 

methods option available in ANSYS Parametric 

Design Language (APDL). The main concern was 

the selection of accurate and satisfactory method 

for the modal analysis. Research was carried out on 

different mode extraction methods. Out of the 

available methods, Block-Lanczos method was 

selected as it uses sparse equation solver method 

and is comparatively easy to use. As per the 

requirement of the project, the sub-structuring 

technique is used for accurate results at lower 

frequency range and lower number of modes.  

 

21.4 Transient analysis 
During literature review and research, three types 

of transient analysis were found to be available in 

APDL. The Complete Method can cater to all types 

of non-linearities but as expected, is very CPU 

intensive as complete system matrices are being 

utilized. The Reduced Method instead is basically 

concerned with Master Degrees Of Freedom 

(MDOFs). The method is rapid but unable to cater 

for any non-linearities. The Mode Superposition 

Method is based upon the concept that the overall 

system response is the sum of factored mode 

shapes.  

For our case, we started with the transient analysis 

using full method. With sub-structuring, it was 

revealed that sub-structuring is not supported by 

transient full method. Hence, mode superposition 

based approach was adopted. APDL code for 

transient analysis using Complete method is shown 

in Figure 13 while graphical result output of the 

same is shown in Figure 14.  

 
 

 Code for the same scenario using sub-structuring 

method is shown in Figure 15 while the comparison 

of results for the transient dynamic analysis of the 

rectangular wing is shown in Table 3.  

Table 2. comparison of results for harmonic 

analysis of the rectangular wing. 

Figure 13. Code for transient analysis of 

rectangular wing using Complete Method.  

Figure 14. Displacement response for transient 

analysis of rectangular wing using Complete 

Method.  
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Table 3. Comparison of results for transient 

dynamic analysis of rectangular wing 

 
 

22 CROPPED DELTA WING ANALYSIS 
The Cropped Delta wing was imported to the 

software. Initially various problems were faced 

related to the import of wing to the APDL. There 

are options available respective to the preferences 

accepted while the installation of the software. The 

basic format is to import the file in the IGES 

format.  

The file was imported to the software with the 

assurance that no warning or error is shown while 

importing the file. In the present case, the file was 

imported via CATIA V5 option. Initially according 

to the code mentioned previously harmonic mode 

superposition analysis was carried out on the wing 

with and without sub-structuring technique. The 

results were analyzed. 

Analysis pre requisites were defined as explained 

here. The damping effects were included in the 

result. Distributed loads were applied only on the 

tip portion rather than the whole wing. Frequency 

range was kept to be in between 1-1000 Hz. 200 

modes were extracted and expanded. 1000 subsets 

were specified.  

 

22.1 Modal Analysis  
Initially, a modal analysis was carried out on the 

wing and different mode shapes and nodal solution 

were obtained. Figure 16 shows the result of modal 

analysis for the cropped delta wing.  

 

 

22.2 Transient Dynamic Analysis 
With the effects of damping and nodal forces, the 

transient mode superposition analysis of the wing 

was carried out in ANSYS with two load steps 

ending in 2 sec and damping effect with ratio 0.08. 

Graphical display of the results for transient 

dynamic analysis of cropped delta wing using 

Complete Method is shown in Figure 17 while the 

nodal solution for the same case is shown in Figure 

18. Sub-structuring results are displayed as Figure 

19 while the comparison of the results is depicted 

in Table 4.  

 

 

 

 

Figure 15. Code for transient analysis of 

rectangular wing using sub-structuring method 

Figure 16. Result for modal analysis of cropped 

delta wing.  

Figure 17. Graphical display of displacement 

response for transient dynamic analysis of cropped 

delta wing using Complete method 
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7.

  

23 CONCLUSION 
The comparison of the results shows the accuracy 

of technique. It was discovered that the technique 

accuracy is supported on the lower frequency 

modes. On higher frequency modes, the result 

accuracy might not be up to the mark and also the 

APDL software has its own limitations. It might not 

support very high number of nodes for the results 

calculations or the solution for higher frequency 

and higher number of modes might ask for large 

memory allocation which might not be held with 

computer at hand.  

The biggest advantage of the technique is the direct 

model updating. In the present era, when complex 

assemblies made by different sections in different 

organizations or by different industries, need to be 

analyzed separately or modified separately, this 

technique helps in saving time as the stiffness 

matrix of the unmodified portion is already saved. 

For modified portion, only its stiffness matrix has 

to be regenerated. This helps in less time 

consumption and memory allocation. This 

technique could prove very efficient and helpful 

and mechanical and aviation industry where every 

new day modifications and up gradation of the 

products is being carried out.  
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Abstract
Proper assessment of human reach posture is one of the essential functions for ergonomic workspace design
in any CAD system with a built- in human model. Human mannequins will be analyzed in different positions
for example sitting, arms extending etc. This study will help to manage space for a human body in a cockpit.
For Instruments which are mostly used in the cockpit; their positions can be relocated to minimize the
stressed areas. Most stressing situations and places too can be identified e.g. it can be found out which sitting
position will cause less stress on neck and collar, in which posture handling the throttle will cause less stress
on hands, arms or joints, how the human body will respond to side or center location of control stick etc. and
so it will help to diminish the fatigue factor for operator. Results inferred from this analysis can be
pragmatically applied to real time postures and situations and their effectiveness will be determined. This
study will assist to find out most comfortable postures and positions for the operators in the cockpit
analyzing all conceivable maximum angles of sitting and using the instruments for the human body so the
cockpit can be remodeled to ease the operator. Moreover, the results can additionally be used to remodel
different vehicles for the drivers in day to day life.

1 INTRODUCTION
Ergonomic analysis is a multidisciplinary field
which incorporates contributions from
psychology, engineering, physiology and
anthropometry. In essence it is the study of
designing devices and equipment that best suits
the human body and its cognitive abilities.
This project focuses on the man-machine-
environment system for the cockpit of General
Training Aircraft (GTA) which fulfills the
requirements of ergonomic design and evaluation,
on the basis of corresponding evaluation system
established.
Ergonomic analysis is the main factor while
designing a work space and especially a cockpit.
In recent few years most of the cockpits have been
developed with great emphasis on ergonomics.
The aim of this project is to analyze behaviors of
human body under various conditions in modern
aircraft cockpit.

11 LITERATURE REVIEW
The word “ergonomics” comes from two Greek
words “ergono” meaning “work” and “nomos”
meaning” laws[1]. It basically means efficiency of
people in their working environments.

Nowadays ergonomics is taken as the science of
“designing the job to fit in the worker” not forcing
the worker to fit the job or the workplace. It
covers all aspects of job like the stresses on the
joints, stresses in a specific posture, factors
increasing the fatigue, repetitive movements
affecting the worker/pilot and awkward positions
etc.
Ergonomics is the scientific discipline concerned
with the understanding of interactions among
humans and other elements of a system, and the
profession that applies theory, principles, data and
methods to design in order to optimize human
well-being and overall system performance[2,3].
There are various tools and techniques which are
used for the ergonomic assessment e.g. mantra,
RULA, HAL-TLV, LUBA, OCRA, SNOOK
tables and the NIOSH lifting equations[4]. For this
specific project RULA analysis was chosen which
exists in CATIA software under the ergonomic
analysis workbench. RULA stands for Rapid
Upper Limb Assessment. It examines all the risk
factors like the number of movements, muscle
work, working posture etc.
All these factors combine to provide a final score
that ranges from 1 to 7 as shown in table-1 below:-
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Table 1. RULA colors and associated scores

The details of RULA assessment procedure and
the score calculation is shown in Figure 1 through
a sample analysis. As can be seen, this consists of
two individual analysis; Arm and Wrist Analysis
and Neck, Trunk and Leg analysis.

Arm and Wrist Analysis consists of eight steps
which are 1) Locate Upper Arm position, 2)
Locate Lower Arm position, 3) Locate Wrist
position, 4) Calculate Wrist Twist, 5) Look up
Posture Score in Table A, 6) Add Muscle use
score, 7) Add Force/Load Score and 8) Find Row
in Table C. Neck , Trunk and Leg Analysis consist
of seven further steps which are 9) Locate Neck
Position, 10) Locate Trunk Position, 11) Calculate
Legs Score, 12) Look up Posture score in Table B,
13) Add Muscle Use Score, 14) Add Force/ Load
Score and 15) Find Column in Table C. The
intersection of row and column identified gives
the RULA score.

RULA analysis helps in determining the stressed
position and gives ways to solve those problems.
The development of RULA occurred in three
phases. The first was the development of the
method for recording the working posture, the
second was the development of the scoring
system, and the third was the development of the

scale of action levels which provide a guide to the
level of risk and need for action to conduct more
detailed assessments[5].
Ergonomic analysis is quite a new field in the
engineering but is very important because
whenever a job is done, human body may be
stressed out by an awkward position, extreme

Figure 1. RULA Assessment; Step wise procedure and scores interpretation
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ANALYSIS OF A GENERALIZED

CENTRE STICK POSITION

Figure 2. Overall methodology followed

Figure 3. Full and Free Movement of the control
stick

Table 2. Maximum assumed values for control
Stick deflections of GTA

shown in Table 2.
Values for all these movements were assumed as

is a two seater plane. However, only the front

each position was calculated. Overall

side stick. It was subjected to perform a pitch up,
stick at two different positions i.e. center stick and

pitch down, right roll and left roll and the score for

analyzed with a bar inserted as dummy control
cockpit has been analysed. The aircraft was

Out of all, RULA analysis was chosen because it
has the capability to monitor the whole activity.

ruled out because there are no such movements
Push/Pull, Carry analysis, Lift/lower analysis were

involved in a cockpit where a pilot has got to lift
up an object or carry any kind of weight.

13 SET UP FOR ERGONOMIC

internet to carry out its ergonomic analysis. GTA
A CAD model of GTA was downloaded from the

TRAINER AIRCRAFT (GTA)

methodology followed in this paper is shown in
Figure 2.

disorders affect the body muscles, joints, Firstly for the sample analysis and to find a way to
ligaments and nerves. The ergonomic analysis optimize the control stick, a rough analysis with
helps to find out the most comfortable postures all its calculations was done on GTA aircraft

workplace is needed or change of posture is a tick was analyzed for a full and free movement
and help to find if the redesigning of the cockpit. For both the positions, cockpit controls

better option. which included following motions.

12 SELECTION OF THE ANALYSIS
TYPE

was CATIA. CATIA software has two modules
The software selected for the ergonomic analysis

Activity analysis has got further options for

under ergonomic analysis and design named as
Activity analysis and Posture analysis

Push/Pull analysis, Biomechanics single action
different types of analysis which includes RULA,

analysis, Carry analysis and Lift/Lower analysis

 Maximum forward deflection

 Left side deflection and
 Maximum backward deflection

 Right side deflection.

analysis was carried out are shown in Figure 3.
The control stick movements at which ergonomic

RULA analysis has the capability to monitor the
whole activity and keep a look on each part of the

control is analyzed it can be analyzed under two
body. Whenever a control or the posture for that

 Intermittent
options

 Repeated

the musculoskeletal system[6]. Musculoskeletal
temperature or repeated movements which effect 14 ERGONOMIC EVALUATION OF
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Intermittent means that the frequency of repeating
that movement is less than 4 times per minute
while repeated movement means that frequency
exceeds the described number. So each posture
was analyzed for both the options to see what
would be the effect on muscles for repeated and
intermittent postures.

14.1 Intermittent Posture
consideration in ergonomic
evaluation of center stick
position of GTA

Firstly, the control stick is at its neutral position
(which is perfect vertical) and once evaluated, the
RULA score for the posture is green which says
that the posture is acceptable as shown in Figure
4.

After this, the control stick is subjected to move to
its right side to its maximum deflection as shown
in Figure 5.

When the control stick is moved towards it right
side again the posture is green with the score of 2
revealing that the operator is comfortable with this
posture and that the joints deflections are within
their limits. Next the control stick is moved
forward as shown in Figure 6.

For this movement, the RULA score is 3 indicated
by a yellow color. Yellow color indicates that the
posture needs to be investigated further. Also from
Figure 6, it can be seen that spine, arm and
forearm are all indicated by a yellow color which
means that if this posture is needed to be
investigated further, then all the parts are to be
examined.
After that left deflection to the left side is given to
the stick as shown in Figure 7.

For this posture, the RULA score of 3 is denoted
by a yellow color. Finally, a backwards full
deflection is given to the stick and score came out
as shown in Figure 8.

This posture has a RULA score of 2 as indicated
by green color.

Figure 4. Neutral position of the control
stick(labeled) for intermittent posture when the

full and free movement starts

Figure 7. Left Side Deflection of the control stick
gave a yellow color for the posture

Figure 8. Back Deflection of control stick keeps
the posture safe

Figure 6. Forward Deflection of the control stick
gave RULA score of 3.

Figure 5. Right Side Deflection of the control stick
keeps the posture safe
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Table 3. Summary of the final RULA scores for
the intermittent posture of the center stick

Figure 10. Left Side deflection of the center stick
gives a RULA score of 3

Figure 11. Forward Deflection of the stick gives
RULA score 5

Figure 9. Neutral Position of the Control Stick for
repeated posture gives a yellow color for final

RULA score

shown in Table 3.
in intermittent posture can be summarized as
Results for full and free movement of the control

14.2 Repeated Posture consideration

stick position of GTA
in ergonomic evaluation of center

of the movement is greater than 4 times per
Repeated posture is that posture whose frequency

is analyzed for repeated posture. When the stick is
minute. Again, the stick’s full and free movement

Figure 9.
at its neutral position, posture is as shown in

For the repeated posture neutral position had a
RULA score of 3 whereas it was a green color
with a RULA score of 2 for intermittent posture.

score can be different depending upon the
So it is very obvious that for the same posture,

frequency of the movement. Later, the stick was
given left side deflection and the angles of all

changed so as to reach the control stick as shown
joints of arms and forearms were accordingly

in Figure 10.

score. From the left side control stick was
For the left side of control stick pilot had a yellow

assumed to travel to forward maximum position as
shown in Figure 11.

Forward position revealed a RULA score of 5

11. If this posture is to be analyzed further, main
indicated by an orange color as shown in Figure

With little changes in degree of freedom of arm or
focus has to be the arm as it bears an orange color.

posture but this is not the concern. Our concern is
forearm, it is possible to bring the arm to a safe

to find that for a specific location of control when

movements are involved in that and for each
a pilot reaches out to that control what kind of

movement what the score is so that we can
conclude if that position of the control is desirable

more focused upon fitting the workplace for the
or not. Furthermore, nowadays, ergonomics is

human not the human for the workplaces. Moving
on, control stick was moved to right side with
maximum allowable deflection as shown in Figure
12.
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13.

Figure 12. Right Side Deflection of control stick
needs further investigation

Figure 13. Back Deflection of the control stick
gives yellow color

Table 4. Summary of the RULA scores of the
center stick position for repeated posture

Figure 14. Neutral Position of the control Stick
for intermittent posture

Figure 15. Left Side Deflection of the control
stick kept the posture safe

summarized as shown in Table 4.
Results for the repeated posture can be
evident by a yellow color.
RULA score for the back deflection was 3 as

Right position of the control stick resulted in a
yellow color with a RULA score of 3 for the

moved to back side so as to complete full and free
operator. Form the right side position, it was

movement of the control stick as shown in Figure

SIDE STICK POSITION
15 ERGONOMIC EVALUATION OF

control stick in center position, it was time to
After completing the ergonomic evaluation of the

evaluate the side stick control position from
ergonomic point of view as already shown in
Figure 2.

15.1 Intermittent Posture

evaluation of side stick position
consideration in ergonomic

of GTA
Firstly the control stick was analyzed at its neutral
position as shown in Figure 14.

Neutral position in this posture is acceptable as it
is shown by green color. After this, control stick

allowable value as shown in Figure 15.
was deflected to its left side to its maximum

For the left side deflection of the control stick,

After this the stick was given forward deflection
posture had a green color with a RULA score of 2.

16.
and the posture was analyzed as shown in Figure
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Figure 16. Forward Deflection of the control stick
returned a RULA score of 3

Figure 17. Right Side Deflection of the control
stick gives a yellow color

Figure 18. Forward Deflection of the control stick
with a RULA score of 3

Table 5. Summary of final RULA scores of the
intermittent posture of side stick

Figure 19. Neutral Position of the control stick for
Repeated Posture with a yellow color

Figure 20. Left Side Deflection of the side stick
gave yellow color with a RULA score of 3

stick can be summarized as shown in Table 5.
The results for the intermittent posture with a side
with a yellow color as shown in Figure 18.
For the back deflection, result came out to be 3

For the forward deflection posture was yellow
with more focus on the right arm which is shown
in yellow color in Figure 17. The stick was then
moved to its right side.

The above posture had a RULA score of 3 with a
yellow color as shown in Figure 17. Finally, the

free movement of the stick as shown in Figure 18.
stick is moved backwards to complete the full and

15.2 Repeated Posture consideration

stick position of GTA
in ergonomic evaluation of side

Same full and free movement, for the repeated
posture for same angles and deflections of joints
and body parts, was analyzed and the scores were
recorded. RULA score for the neutral position is 3
with a color of yellow as shown in Figure 19.

It is important to highlight that for the same
deflection of control stick to its right and same
angles of the arm for the intermittent posture,

shown in Figure 15.
RULA score was 2 with a green color as already

The RULA score for the left deflection of the stick
came out to be yellow as shown in Figure 20.
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Figure 21. Forward Deflection of the side stick
gave a RULA score of 3

Figure 22. Right Side Deflection of the side stick
with a RULA score of 5

Figure 23. Back Deflection of the side stick with
a yellow color

Table 6. Summary of the final RULA score of
side stick for the repeated posture

Table 7. Comparison of RULA scores for
intermittent posture for both positions of control

stick

Table 8. Comparison of RULA scores for
repeated posture for both positions of control stick

summarized in next table 6.
The results for the repeated posture can be
RULA score of 3 indicated by yellow color.
With the back deflection, given operator had a

was 3 as shown in Figure 21.
For the forward deflection too, the RULA score

For the right side deflection the RULA score came
out to be 5 with the arm being the most stressed
area as shown in Figure 22.

to calculate the RULA score for the back
After that the control stick was moved backwards

deflection as shown in Figure 23.

16 COMPARISON OF RESULTS
Finally the results were compared to find out

when the posture is intermittent, it is better to keep

17 CONCLUSION
From the above results, it can be concluded that

the control stick at center position as the center

which position is better as shown in Tables 7 and
8.
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position has 3 green RULA scores and two yellow
RULA scores while for the same full and free
movement side stick has two green RULA scores
and three yellow RULA scores which makes the
center stick position less comfortable as compared
to side stick.
For the repeated posture, score is same i.e. 4
yellow RULA scores and one orange RULA
scores so the stick needs to be analyzed for further
few movements or maneuvers so that a wider
picture is obtained to conclude the result.
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ABSTRACT 
Polydimethylsiloxane (PDMS) being biocompatible and thermally stable silicone polymer has been widely 

used as a stretchable substrate for stretchable electronics, biomedical implants, lab-on-a-chip and 

microelectromechanical systems (MEMS). In this paper we have numerically studied the effect of linear and 

quadratic basis functions and incompressibility option during a tension test. The main goal of the study is to 

identify the most optimum combination of the finite element basis function and the incompressibility option 

that can offer the best comparison with the experimental linear stress-strain curve for PDMS. 

Keywords: Polydimethylsiloxane, Tensile test, Stretchable substrate, Stretchable electronics, Basis 

functions, Incompressibility option1 

1 INTRODUCTION 
Polydimethylsiloxane (PDMS) is a biocompatible 

polymer that can be used in variety of applications 

such as microelectromechanical systems (MEMS), 

stretchable electronics and biomedical sensors [1-

5]. PDMS can be used as a flexible and stretchable 

substrate for deposition of thin films of different 

materials that can function as a sensing layer or as 

a conductor for various thin film devices [6-8]. 

Also rough PDMS has been widely used as a 

substrate material for the fabrication of stretchable 

conductors [9-11]. PDMS can also be used as a 

biomedical implant (external or internal) which can 

carry a thin film of sensing material on it [5, 12]. 

For better product development, increasing 

popularity of PDMS and commercialization of 

stretchable electronics it is unavoidable to carry out 

research at different levels in understanding and 

simplifying the behaviors of this polymer when 

subjected to mechanical loads such as stretching or 

tension.  

Therefore, in this paper we have used finite element 

based software Comsol Multiphysics to mimic a 

tensile test performed on a PDMS test sample. The 

main goal of this study is to identify the best 

combination of numerical parameters such as the 

basis functions and the effect of incompressibility 

option which can offer the best comparison with 

the experiments and theory. 

2 NUMERICAL DETAILS 
Figure 1 elaborates the geometry and grid used for 

the numerical simulations. 

The dimension of the test sample is 10x5x1mm. 

The material model considered in this study was 

linear-elastic and isotropic. As the boundary 

conditions one end was rigidly fixed while the 

other end was subjected to axial displacement 

which corresponds to axial strain in steps of 0.05 

till 0.3. All other surfaces were kept free. The 

tensile test conditions and all material properties 

were taken from Johnston et al. [13]. Since, the 

geometry is simple with no curvatures therefore 

quadrilaterals (hexahedrons) elements were 

preferred for all simulations, as shown in Figure 2.

Figure 1. Geometry and grid used for 

numerical simulations 
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It can be noticed from Fig. 2 that the human skin 

can be stretched approximately up to 30% axial 

strain without any irreversible effects therefore; in 

this work the applied axial strain was limited to 

30% only. It is well known that under such 

circumstances the PDMS behaves linearly and 

obeys Hooke’s law (𝜎 = 𝐸𝜀) where 𝜎 is the normal 

stress, E is the Young’s modulus and 𝜖 is the 

applied axial strain [13]. The computed normal 

stress at each strain was then compared to the 

theoretical stress (Hooke’s law) and with the 

experiments of Johnston et al. [13] within the linear 

𝜎 − 𝜀 region. 

In the regime of this paper we have investigated the 

effect of finite element basis functions (linear and 

quadratic) and the effect of incompressibility 

option on the computed stress. The 

incompressibility option within Comsol 

environment is valid for materials having Poisson 

ratio of 0.5 such as the PDMS [14]. Table 1 shows 

the simulation test cases studied in this paper. 

 

Table 1 Simulation cases studied 

 
 

3    RESULTS AND DISCUSSION 

Figure 3 depicts the effect of using linear finite 

elements with the incompressibility option on 

(Case 1) on a grid size of 21x5x5. 

 

Further, it was observed that no improvement in the 

value of the computed stress takes place when the 

number of element along the width and thickness 

direction was increased by a factor of 4. This means 

that the numerical tensile test of PDMS sample 

remain unaffected of the grid size along the lateral 

dimensions. The results of Figure 3 then suggest 

that the computed stress varies with a maximum of 

11.5% error with the experiments and with 8.2% 

error with the theoretical stress (Hooke’s law). On 

the other hand, when the incompressibility option 

was turned off with linear basis elements (Case 2) 

the error with the experiments reduces to 10% and 

reaches 6.8% maximum with the theoretical stress. 

This is shown in Figure 4. 

Finally when quadratic basis function was used 

with the incompressibility option on   (Case 3) the 

maximum error with the experiments was 6% and 

with that of theoretical stress was 2.9%. No further 

reduction in the error was observed when the 

simulations were repeated using quadratic basis 

function and the incompressibility option off (case 

4). These results are shown in Figure 5 and Figure 

6 respectively. 
 

Figure 2. Real time photographs depicting the 

stretchability of human skin (forearm). It can be 

noticed in the right photograph that the skin has 

been stretched up to 27%. 

Figure 3. Comparison of computed stress with 

experiments and theory for simulation case 1 

Figure 4. Comparison of computed stress with 

experiments and theory for simulation case 2 

112



Proceedings of FIMEC, 9-10 May 2015, Karachi, Pakistan 

It can also be noticed that for these cases no match 

between the von Mises stress and the 

experimental/theoretical stress exist. It was found 

out that without using the option of 

incompressibility the error between the computed 

and experimental/theoretical stress tends to reduce 

therefore, the errors were recalculated for the linear 

and quadratic basis functions with the 

incompressibility option turned off on a refined 

grid size of 30x5x5. This time the maximum error 

for the linear basis function reduces to 8.5% as 

compared to the experiments and 5.3% as 

compared to the theoretical stress, while for the 

quadratic basis function it was 6% with the 

experiments and 2.9% with the theoretical stress. 

As indicated earlier that only the number of 

element in the axial direction were increased and it 

was found out that for each basis function an 

optimized grid in the axial direction tends to reduce 

the error. However, this effect was higher for the 

linear basis function as compared to the quadratic 

basis function. 

 

4    CONCLUSIONS AND FUTURE WORK 

In summary following conclusive points can be 

drawn from the study: 

 

Within the linear material model regime (Hooke’s 

law) the results for the tensile test of PDMS can be 

well compared with the experiments and theory 

with less than 5% and 3% error respectively. 

The incompressibility option when used in 

combination with the linear basis function tends to 

increase the error between the computed stress and 

the experimental/theoretical stress while its effect 

with the quadratic basis function was found to 

remain negligible. 

Both the linear and quadratic basis functions can be 

effectively used for conducting virtual tensile test 

for the PDMS within the Hooke’s law regime. 

An optimized grid size must be chosen for each 

basis function in order to compare the results. 

For the geometry, boundary conditions, material 

model and the basis functions considered in this 

study the number of elements along the lateral 

dimensions seems to remain ineffective for the 

results and therefore, only the grid size in the 

longitudinal direction is to be optimized. 

Unlike the quadratic basis function when linear 

basis function is used the maximum von Mises 

stress also matches with the experimental and 

theoretical stress. 

In general the quadratic basis function tends to 

minimize the error between the computed stress 

and the experimental/theoretical stress. 

In future numerical simulations and experiments 

regarding tensile test of PDMS samples having 

micro roughness features will be investigated with 

and without a thin metallic layer on it. 
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Abstract 
Two dimensional CFD modelling reveal velocity and temperature profiles in rib-filled channels of solar air 

heaters. The pitch and height of ribs used for creating artificial roughness change the pattern of local heat 

transfer coefficients. When absorber plate is placed opposite to the rough surface, higher heat transfer is 

observed when compared to smooth channel. Heat transfer reduces if ribs are touching the absorber plate.  A 

comparison with experimental results shows fair agreement. 

Keywords: CFD; air heater; heat transfer coefficient

1 INTRODUCTION 
Solar air heaters are widely used for numerous 

heating applications due to its simplicity, less 

maintenance requirement and low cost. This device 

typically includes a channel / duct along with a 

solar absorber plate on one side.  The temperature 

of air flowing through the duct increases due to 

heated absorber plate. A limitation of air heater, 

however, is that the heat transfer rates are quite 

low.  A method for thermal enhancement is to 

create artificial roughness such as repeated wires or 

ribs in the rectangular channel. Several studies 

have been done to investigate the effect of artificial 

roughness on the heat transfer performance. Yadav 

and Bhagoria [1] studied the effect of artificial 

roughness using CFD approach by considering 

circular transverse wires. Relative pitch of about 10 

and relative roughness of approximately 0.04 was 

found to result in maximum thermal enhancement. 

In another work [2] the same authors tested the 

effect of triangular-shaped ribs and reported 

optimal values of pitch and roughness height. The 

experimental study of Promvonge and Thianpong 

[3] indicated that use of rib turbulators of e/H= 0.3 

though causes a very high-pressure drop increase, 

particularly for the in-line rib arrangement but also 

provides considerable heat transfer augmentations. 

Kumar [4] showed that heat transfer and pressure 

drop was higher in multi v-shaped ribs with gap 

than in other shapes v-shaped ribs and multi v-

shaped ribs. Eiamsa-ard and Promvonge [5] 

experimentally investigated the flow and thermal 

behaviour in a channel with combined rib-grooved 

surface. The research showed that triangular-rib 

with triangular-groove had best thermal 

enhancement index.  Chaube et al. [6] found that 

the peak in local heat transfer coefficient occurs at 

the point of reattachment of the separated 

flow. Prasad and Sah [7] showed that thermal 

performance of solar air heater increased due to 

booster mirror and rough channel surface. Tanda 

[8, 9] examined the effect of continuous and broken 

ribs experimentally using liquid crystal 

thermography. Transverse broken ribs with p=e/4 

and 13.3 had the best performance. In this paper we 

study the effect of pitch and height of square 

shaped rib on heat transfer coefficient. The effect 

of placement of ribs is also determined at various 

Reynolds number. 

2 MODELLING PROCEDURE 
A geometry of two dimensional rectangular duct 

with square-shaped multiple obstructions was 

created and meshed in Gambit as shown in Figs. 1 

and 2. The height and length of channel were 20 

mm and 280 mm respectively. Three different 

geometries were considered: 

Roughness / rib height (hr) = 2 mm, pitch / inter-rib 

spacing (s) = 40 mm]\ 

 
 

Figure 1. Computational domain 
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Figure 2. Mesh of the geometry 

 

Roughness / rib height (hr) = 2 mm, pitch / inter-rib 

spacing (s)  = 20 mm 

Roughness / rib height (hr) = 3 mm, pitch / inter-rib 

spacing (s) = 40 mm 

The ribs were either in contact / adjacent to the 

heated wall (absorber plate) or opposite to the 

heated wall. The boundary conditions were 

velocity inlet and pressure outlet at two vertical 

faces. Heat flux was 500 W/m2 at: 

 

 
Figure 3. Flow and temperature profiles (hr = 3 mm, 

s = 40 mm, top heated wall, Re = 2500) 

Top face when ribs / artificial roughness is assumed 

opposite to absorber plate 

Bottom face when ribs / artificial roughness is 

assumed touching the absorber plate 

Reynolds number Re varied from 1000-2500. Fluid 

was air with density of 1.23 kg/3, viscosity 1.79 × 

10-5 kg/m·s and thermal conductivity 0.024 

W/m·K, Ribs were of wood with density 150 kg/m3 

and thermal conductivity 0.048 W/m·K. The 

computational domain had 25,000 cells which were 

found to yield grid independent results. A 

comparison of heat transfer coefficient using 

50,000 cells for the geometry containing roughness 

of 3 mm height at a Reynolds number of 2500 

showed difference less than 0.5%. The governing 

equations were continuity, momentum and energy 

which were solved using finite volume code 

ANSYS FLUENT 12. Second order upwind 

scheme was used to discretize the governing 

equations. One equation Spalart Allmaras 

turbulence model was used for Reynolds number 

greater than 2000. 

 
 

Figure 4. Heat transfer coefficient Re = 2500 (a) hr 

= 3 mm, s = 40 mm, top heated wall (b) hr = 3 mm, 

s = 40 mm, bottom heated wall (c) smooth wall 
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Figure 5. Heat transfer coefficient Re = 2000, top 

heated wall (a) hr = 2 mm, s = 40 mm (b) hr = 2 

mm, s = 20 mml (c) hr = 3 mm, s = 40 mm 

3 RESULTS AND DISCUSSION 
The velocity and temperature contours are shown 

in a channel with roughness rib of 3 mm and pitch 

of 20 mm at a Reynolds number of 2500. Rough 

surface is opposite to the heated surface. Due to 

obstructions / ribs velocity increases in the top 

portion and a low velocity region is created in the 

bottom region. Temperature values increase in the 

top zone due to applied heat flux. Similar patterns 

are seen for other geometries except the higher 

temperature values are observed in the bottom 

portion for the case when ribs were touching the 

heated wall (absorber plate). Variation of heat 

transfer coefficient is shown between three ribs (at 

reference positions of ‘0’, 0.4 and 0.8 m) in Fig. 4. 

Heat transfer coefficient continuously decreases 

(Fig. 4a) in the flow direction when absorber plate 

coefficients (Fig. 6b). The average heat transfer 

coefficients are also calculated. When absorber 

plate is considered on the top wall, maximum heat 

transfer is achieved when rib height is 3 mm and 

pitch is 40 mm as shown in Fig. 7. The other rough 

channels (with rib heights of 2 mm) are almost 

same as smooth channel in terms of thermal  

 
 

Figure 6. Heat transfer coefficient Re = 2000, 

bottom heated wall (a) hr = 2 mm, s = 40 mm (b) hr 

= 2 mm, s = 20 mml (c) hr = 3 mm, s = 40 mm 
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Figure 7. Average heat transfer coefficient (a) top 

heated wall (b) bottom heated wall and (c) pressure 

drop 

 

performance as the heat transfer rates are 

approximately equal particularly at low Reynolds 

number (1000–2000). When absorber plate 

contacts the rough surface, the average heat 

transfer coefficient values in rough channels are 

lower than in smooth channel. The previous studies 

[1,2] which were conducted at higher Reynolds 

number showed better heat transfer performance of 

rough channels (in comparison to smooth channel) 

even though the absorber was touching the rough 

surface. The present work thus shows that rough 

surface is not always suitable for enhancing the 

heat transfer. Pressure drop is another important 

factor and its lower value is desirable. A 

comparison shows that the geometry which results 

in higher heat transfer also has higher pressure 

drop. To validate the findings of the present 

research work, Nusselt number is determined and 

compared with the experimentally determined 

Nusselt number in the paper of Tanda [8,9]. The 

difference was about 25% showing satisfactory 

agreement of the numerical results with 

experiments. 

4 CONCLUSIONS 
CFD simulations are carried out to study 

hydrodynamic and heat transfer in rib-roughened 

channels of air solar heater. The simulations reveal 

that use of rough channel can improve the thermal 

performance of the device. Ribs of 3 mm and 40 

mm pitch had higher heat transfer coefficients at 

different Reynolds number. Further work is 

expected to indicate more suitable rib geometry / 

configurations which not only increase the thermal 

efficiency but also has lower pressure drops. 
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ABSTRACT 
The use of composite materials have been growing recently for structural application due to some novel 

properties over metals. The use of Vacuum assisted Resin Transfer Molding (VRTM) is become popular 

technique for the manufacturing of small and medium wind turbine blades. This process has great advantages 

over the conventional method (Hand Layup Method) like increase structural reliability, lower the blade 

weight, consistent fiber volume or orientations and mechanical strength.  The presented work is to develop 

the setup of VRTM process through which the two halves of wind turbine blade can be manufactured 

separately, then assembled together to form the complete structure. The selected airfoil shape was NREL S822 

with 1.2 meters in blade length. The blade is made from three layers of S-glass woven roving cloth as fiber 

and unsaturated Polyester as resin. In VRTM, the resin in force to draw through the whole length and width 

of the mold by applying pressure which was controlled through the vacuum pump attached with the portable 

setup. A number of blades have been fabricated to illustrate the feasibility and the application of this 

manufacturing method. This portable setup of VRTM has numerous cost advantages over traditional methods 

due to lower tooling costs, potential for room temperature processing and scalability for large structures. 

Keywords: VRTM, Manufacturing, Wind Turbine Blade, Vacuum Pump.

 

1 INTRODUCTION 
The blades of the wind turbine blades are supposed 

to continuously rotate under the cyclic action of 

wind and gravity of the structure. The life of the 

blades are generally designed for 15 to 20 years 

with the primarily required of high stiffness, low 

weight and high fatigue life. Several materials are 

available in nature and synthetically been 

manufactured including metals, plastics, wood, 

fibers and resins. 

Aluminum blades are appeared first when the 

domestic wind power industry exploded. It offers 

many advantages like highly precision in 

dimension, improved strength and rigidity, better 

shear strength, not affected by UV light, recyclable 

and good weather stability but they are relatively 

heavy and costly. Wood is another readily available 

and inexpensive material but it requires a good 

shaping skills. In addition it is extremely 

susceptible to weather, soaking of moisture making 

it brittle in the sun, even it is not resilient under 

lateral stresses, and heavy wind can snap it without 

any difficulty. PVC (Polyvinyl Chloride) is another 

do-it-yourself choice available of turbine builders. 

The advantage of this material is to consume less 

time in shaping, good synthetic appeal and far more 

temperature and humidity resilient than wood, but 

when exposed to sunlight forms tiny hairline crack 

on the surface. It is noticed that PVC materials are 

used where don’t see much and direct expose to 

sunlight which is common when to place wind 

turbine for long period of time in most Asian 

countries. 

Nowadays the most common method for producing 

wind turbine blades is using fiber impregnated with 

resin due to it narratives properties like lightweight, 

high tensile strength, fatigue strength and low cost. 

There are a group of fibers that have become 

commercially available like Carbon Fiber, Kevlar 

and Fiber Glass that offers superior strength and 

stiffness when compared to high performance 

metal. Even different resins are also available like 

Polyester based, vinylester, Phenolic and epoxy 

based resins. Based on the easily availability of 

materials, the selected combination is S- Glass 

Fiber Woven Roving Polyester based resin upon 

their better properties at higher temperature, 

stiffness, strength and toughness. 

The next step is to select the manufacturing process 

that reduces the number of joined in composites 

through structural bonding and mechanical 

fastening with uniform mechanical properties 
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along the surface. The VRTM (Vacuum assisted 

resin transfer molding) portable setup has been 

developed to fulfil the above stated output. 

VARTM is an advanced fabricating process for 

composite materials, performed by infusing liquid 

resin, which is sucked up by utilizing the 

differential pressure between the atmosphere and a 

vacuum, into laminated or woven fabric. To make 

the system cost effective, a portable setup of 

VRTM has been developed, to demonstrate, check 

the feasibility of the process and results, using 

home available vacuum cleaner suction pump. The 

blade is manufactured in two different halves 

through the profile of upper and lower shaped 

female molds which joined together through 

industrial glue. 

The composite properties were studied via 

fabrication hand lay-up and VARI techniques using 

different layers and fiber orientation by 

Wisojodharmo and Roseno, concluded VRTM 

have better properties. [2] 

Kong et al. [3] investigated the mechanical 

properties flax/vinyl ester natural fiber composite 

for eco-friendly structure using Vacuum Assisted 

Resin Transfer Molding (VARTM) manufacturing 

method. Through the structural testing, it is 

confirmed that the designed structure tank is 

acceptable for structural safety and stability using 

VRTM. 

The application of VRTM process in composite 

manufacturing is presented by Brouwer et al [4] for 

large industrial application. With the support of 

two examples, they presented the successful 

development of large structure, i.e. 20m Rotor 

Blade and 16m long Hull for a Sailing Yacht.   

Dong [5] developed a process model for the 

vacuum assisted resin transfer molding simulation 

by the response surface method. The factors like 

permeability, porosity and thickness of the fiber 

preform were studied on RTM mold filling time as 

response output. The significant process variables 

were identified and a quadratic regression equation 

developed to find the mold filling time. 

 

2 EXPERIMENTAL WORKS 
The materials employed in the fabrication of wind 

turbine blades are: Fiber glass WR 400, unsaturated 

Polyester resin, polystyrene block, gel coat, 

vacuum pump, and plastic sheets for vacuum 

bagging. 

NREL S823 (un-symmetric airfoil) was chosen as 

an airfoil shape because for 1kw turbine it is 

recommended to use this shape which generates lift 

at low wind speed. The shape of blade to be 

generated is known in the form of chord and twist 

distribution, for convenience took ten values or 

section points along the 1.2m blade length. These 

10 cross sectional airfoil templates is generated on 

software and paste on soft ply wood as shown in 

Figure 1 

These 10 templates of airfoil are placed on both the 

edges of Styrofoam (Polystyrene) block. Hot wire 

cutter is used to turn Polystyrene blocks into 10 

components of female molds. The hot wire cutter 

moved slightly along the interface of a soft wood 

ply template, as long as the wire moves, 

polystyrene block gets the shape of desired profile 

molds. Furthermore the 10 Pieces of Polystyrene 

blocks were glued together to form a mold as 

shown in Figure 2. and plastic sheet was laid on the 

halves of mold to protect it from resin. 

The surface of the blade is made from three layers 

of S-glass fiber with a layer orientation of 0/+45/0 

sequence. These layers of fibers were wetted by 

small amount of Polyester resin with the help of 

rollers and then placed on wax coated female mold. 

A piece gauze wire is also placed on the mold to 

control the flowing pattern of the resin. This system 

of mold was inserted into the plastic sheet and 

sealed for vacuum bagging purpose as shown in 

Figure 3. The vacuum bag was contained ports for 

resin injection and for suction. 

 The representation of the whole portable system is 

shown in Figure 4 and 5, in which a single inlet for 

resin but seven injection points for uniform 

distribution of resin were also presented inside the 

vacuum. The vacuum suction points were also 

presented at different locations which are 

connected to the vacuum pump. This Vacuum 

pump creates a suction of negative pressure. A 

Catch pot is connected between the suction line and 

the vacuum pump in order to prevent the pump 

from extra resin to enter in it. Now the process is 

carried out with this arranged portable setup when 

the matt is completely impregnated, removes the 

blade and allowed it to cure at the room 

temperature. 
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Figure 1. 10 Cross Sectional Airfoil Templates 

Figure 2.  Polystyrene blocks were glued together to form a mold 
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Figure 3 

Figure 4.     Portable VRTM setup with Vacuum Pump 
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Figure 6. Portable System with Resin Inlet and Suction Points 

Figure 5. Fabricated Wind Turbine Blade 
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3 RESULTS 
The completely fabricated and joined Horizontal 

axis wind turbine blade is shown in figure 6 and 

figure 7.  The vacuum pressure is applied on a 

weave pattern of fiber glass, which completely 

impregnated the matt in 10s minutes. Trial-error 

method and adjustment of making blade reveals 

various perceptions for pre and post processing 

phases. Blade trimming from sharp edges of fibers 

and extra resin deposited on outside surfaces is an 

important finishing process. The dust from cutting 

fiber glass during grinding is toxic. A dust mask 

must be worn during this operation - ensure others 

around the blade do not inhale the dust. To improve 

the surface finish of the blade a layers of primer 

coating is applied on the entire surface. 

applications. A number of blades have been 

fabricated to illustrate the feasibility and the 

application of this manufacturing method. In future 

this process can be repeated with different high 

viscosity resin by increasing the suction pressure 

and study their effect on the strength of composite 

structure. The distribution of resin through 

different flow pattern are also in planned to reduce 

the process time. 

4 CONCLUSION 
A portable Vacuum-Assisted Resin Transfer 

Molding (VARTM) process has been successfully 

developed through which structural composite 

components can be manufactured. It is a clean and 

closed mold technique that allows for 

manufacturing of complex composite structures. 
VARTM has proven to be a cost-effective method 

for wind turbine blades and also for other newly  
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ABSTRACT 
Some exact solutions of equations of motion of a finitely conducting incompressible fluid of variable viscosity 

with heat transform in the presence of transvers magnetic field are determined.  These solutions consist of 

flows for which the vorticity distribution is proportional to the stream function perturbed by uniform and 

exponential streams. Defining a transformation variable, we are able to linearize the governing equation in to 

simple ordinary differential equations and some exact solutions are obtained. 

Key words: Viscous fluid, incompressible, variable viscosity, magnetohydrodynamics(MHD), vorticity 

distribution, exact solutions.

1 INTRODUCTION 
Nonlinear Navier-Stokes equations to describe 

fluid motion are fundamental equations in fluid 

mechanics, which were first introduced by Navier 

in 1821 and developed by Stokes in 1845. 

However, up to now, the problem of uniqueness of 

solutions for Navier-Stokes equations has not yet 

been solved, and general analytical methods for the 

solutions are absent. At present, numerical 

solutions to fluid mechanics problems are very 

attractive due to wide availability of computer 

programs. But these numerical solutions are 

insignificant if they cannot be compared with either 

analytical solutions or experimental result. Exact 

solutions are important not only because  

They are solution of some fundamental flows, but 

also because they serve as accuracy standards for  

approximate methods, whether numerical, 

asymptotic or experimental. Wang [1] has given  

an excellent review of these solutions of the 

Navier-Stokes Equation. These known solutions  

of viscous incompressible Newtonian fluid may be 

classified generally into three types. 

(a): Flows for which the non-linear inertial terms in 

the linear momentum equations vanish identically. 

Parallel flows and flow with uniform suction are 

examples of these flows.(b): Similarity properties 

of the flows such that the flow equations reduce to 

a set of ordinary differential equations. Stagnation 

point flow is an example of such flow.(c): Flow for 

which the vorticity function or stream function is 

chosen so that the governing equations in terms of 

the stream function reduce to a linear equation. 

Taylor [2] considering the vorticity distribution 

directly proportional to the stream function ∇2𝜓 =
K𝜓, showed that the non-linearities are self-

canceling and obtained an exact solution which 

represent the decay of the double array of vortices. 

Kampe-De-Feriet [3] generalized the Taylor’s idea 

by taking the vorticity of the form ∇2𝜓 = f(𝜓).  

Kovasznay [4] extended Taylor’s idea by taking 

the vorticity to be proportional to the stream 

function perturbed by a uniform stream of the for 

∇2𝜓 = y + (K2 − 4π2)𝜓 . Kovaszany was able to 

linearize the Navier-Stokes equation and determine 

an exact solution for steady flow, which resembles 

that the downstream of a two-dimensional gird. 

Wang [5] was able to linearize the Navier-Stokes 

equations and showed that the result established. 

Taylor and Kovasznay could be obtained from his 

finding as special cases by taking the 

vorticity ∇2𝜓 = Cy + A𝜓. Lin and Tobak [6], Hui 

[7] and Naeem and Jamil [8] obtained more results 

by studying similar flows, taking ∇2𝜓 = K(𝜓 −
Rz), ∇2𝜓 = K(𝜓 − Ry) and ∇2𝜓 = K(𝜓 −
Ry).By assuming certain form of vorticity 

distribution or stream function, solution for 

Newtonian and non-Newtonian fluids are obtained 

in  [9 - 27]. In this paper  we present some exact 

solutions to the equation governing the steady 

plane flows of an incompressible fluid with 

variable viscosity and heat transfer for which the 

vorticity distribution is proportional to the stream 

function perturbed by a uniform and exponential 

stream of the form    ∇2𝜓 = 𝐾[𝜓 − 𝑈1(𝑎𝑥 +

𝑏𝑦) − 𝑈1𝑒(𝑎𝑥+𝑏𝑦)]. We point out that the exact 

solutions obtained by taking this form of vorticity 

to the best of our knowledge is yet not consider 

either in Newtonian or non-Newtonian flows. 

2 BASIC GOVERNING EQUATIONS 
The basic governing equation is same, therefore we 

employ the equation from [18] 
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𝐽𝑥 = −𝜓𝑥𝜔 +
1

𝑅𝑒
[𝜇(𝜓𝑦𝑦 − 𝜓𝑥𝑥)]

𝑦
  (1) 

 𝐽𝑦 = −𝜓𝑦𝜔 +
1

𝑅𝑒
[𝜇(𝜓𝑦𝑦 − 𝜓𝑥𝑥)]

𝑥
 −

4

𝑅𝑒
 [𝜇𝜓𝑥𝑦]

𝑦
    (2) 

      𝜓𝑦𝐻𝑥 − 𝜓𝑥𝐻𝑦 =
1

𝑅𝜎
[𝐻𝑥𝑥 + 𝐻𝑦𝑦] (3)    

𝜓𝑦𝑇𝑥 − 𝜓𝑥𝑇𝑦 =
1

𝑅𝑒𝑃𝑟
[𝑇𝑥𝑥 + 𝑇𝑦𝑦] +

𝐸𝑐

𝑅𝑒
𝜇 [4(𝜓𝑥𝑦)

2
     +(𝜓𝑦𝑦 − 𝜓𝑥𝑥)

2
] +

𝑅𝐻𝐸𝑐

𝑅𝜎
  [𝐻𝑥

2 + 𝐻𝑦
2] (4)                                                                                                     

where the vorticity function 𝜔 and the generalized 

energy function J are defined by 

𝜔 = −(𝜓𝑥𝑥 + 𝜓𝑦𝑦) (5)                                                                              

𝐽 = 𝑝 + 𝑅𝐻
𝐻2

2
+

1

2
[𝜓𝑥

2 + 𝜓𝑦
2] −

2𝜇𝜓𝑥𝑦

𝑅𝑒
 (6) 

Once a solution of system of equations (1–4) is 

determined, the pressure p is obtained from 

equation (6) since we are interested in the solution 

of the system of equations (1–4) when the vorticity 

distribution is proportional to the stream function, 

perturbed by a uniform and exponential stream. 

Therefore we set 

𝜓𝑥𝑥 +  𝜓𝑦𝑦 = 𝐾[𝜓 – 𝑈1(𝑎𝑥 + 𝑏𝑦)−𝑈2𝑒(𝑎𝑥+𝑏𝑦)]

 (7)                                                    

where  K, a, b ≠ 0 , a ≠ b and U are real constants. 

Using perturbed stream function 

𝛹 = 𝜓 − 𝑈1(𝑎𝑥 + 𝑏𝑦) − 𝑈2𝑒(𝑎𝑥+𝑏𝑦) (8)                                                                                 

and employing equation (7), the equation (5) 

becomes     

𝜔 =  −𝐾𝛹 (9) 

Equation (1) and (2), utilizing equation (8) and (9) 

becomes 

𝐽𝑥 =  [
𝐾𝛹2

2
]

𝑥
+ 𝑎𝐾𝛹[𝑈1(𝑎𝑥 + 𝑏𝑦) +

 𝑈2 𝑒(𝑎𝑥+𝑏𝑦)] +  𝑀𝑦 (10) 

𝐽𝑦 = [
𝐾𝛹2

2
]

𝑦

+ 𝑏𝐾𝛹[𝑈1(𝑎𝑥 + 𝑏𝑦)

+ 𝑈2 𝑒(𝑎𝑥+𝑏𝑦)]

−
4

𝑅𝑒 
[𝜇{𝛹𝑥𝑦

+ 𝑎𝑏(𝑈1(𝑎𝑥 +  𝑏𝑦)

+ 𝑈2 𝑒(𝑎𝑥+𝑏𝑦))}]
𝑦

+ 𝑀𝑥 

where 

𝑀  =
1

𝑅𝑒
 [𝜇{𝛹𝑦𝑦 − 𝛹𝑥𝑥 + (𝑏2 − 𝑎2)}(𝑈1(𝑎𝑥 +

𝑏𝑦))+𝑈2𝑒(𝑎𝑥+𝑏𝑦))}] (11) 

equation (10) and (11), on using the integrability 

condition 𝐽𝑥𝑦 = 𝐽𝑦𝑥 provide 

𝑀𝑥𝑥 − 𝑀𝑦𝑦 + 𝑘(𝑏𝛹𝑥 − 𝑎𝛹𝑦)[𝑈1(𝑎𝑥 + 𝑏𝑦) +

𝑈2 𝑒(𝑎𝑥+𝑏𝑦)] −
4

𝑅𝑒
[𝜇{𝛹𝑥𝑦 + 𝑎𝑏(𝑈1(𝑎𝑥 + 𝑏𝑦) +

𝑈2𝑒(𝑎𝑥+𝑏𝑦))}]
𝑦𝑥

= 0 (12) 

Equation (12) is the equation that must be satisfied 

by the function 𝛹 and the viscosity μ for the motion 

of a finitely conducting incompressible fluid of 

variable viscosity with heat transfer to the presence 

of transverse magnetic field in which the vorticity 

distribution is proportional to the stream function 

perturbed by a uniform and exponential stream. 

Equation (3) and (4), employing equation (5), 

becomes 

[𝛹𝑦 + 𝑏(𝑈1(𝑎𝑥 + 𝑏𝑦) + 𝑈2 𝑒(𝑎𝑥+𝑏𝑦))]𝐻𝑥 −

[𝛹𝑥 + 𝑎(𝑈1   (𝑎𝑥 + 𝑏𝑦) + 𝑈2 𝑒(𝑎𝑥+𝑏𝑦))] 𝐻𝑦 =

 
1

𝑅𝜎
[𝐻𝑥𝑥 + 𝐻𝑦𝑦] (13) 

[𝛹𝑦 + 𝑏{𝑈1(𝑎𝑥 + 𝑏𝑦) + 𝑈2 𝑒(𝑎𝑥+𝑏𝑦)}]𝑇𝑥 − [𝛹𝑥 +

𝑎{𝑈1(𝑎𝑥 + 𝑏𝑦) + 𝑈2 𝑒(𝑎𝑥+𝑏𝑦)}]𝑇𝑦 =
1

𝑅𝑒𝑃𝑟
 [𝑇𝑥𝑥 +

𝑇𝑦𝑦] +
𝐸𝑐𝜇

𝑅𝑒
[4{𝛹𝑥𝑦+𝑎 𝑏(𝑈1(𝑎𝑥 +  𝑏𝑦) +

𝑈2 𝑒(𝑎𝑥+𝑏𝑦))}
2

{𝛹𝑦𝑦 − 𝛹𝑥𝑥 + (𝑏2 − 𝑎2)(𝑈1(𝑎𝑥 +

𝑏𝑦)) +𝑈2 𝑒(𝑎𝑥+𝑏𝑦))}
2

] +
𝐸𝑐𝑅𝐻

𝑅𝜎
[𝐻𝑥

2  +  𝐻𝑦
2] (14) 

equation (7) employing, equation (8) becomes 

𝛹𝑥𝑥 + 𝛹𝑦𝑦 − 𝐾𝛹 = −(𝑎2 + 𝑏2)[𝑈1(𝑎𝑥 +

𝑏𝑦)+𝑈2𝑒(𝑎𝑥+𝑏𝑦)]    (15) 

Introducing the transformation variable as  

𝜉 =  𝑎𝑥 +  𝑏𝑦    (16)                                                                                            

transforming the equations (12 –15), into new 

independent variable ξ, we get 

𝛹𝜉𝜉 − 𝛬𝛹 = −𝑈1𝜉 − 𝑈2𝑒𝜉    (17)                                                                               

where 

𝛬 =
𝑘

(𝑎2 + 𝑏2)
, 

and 

(𝜇𝛹)𝜉𝜉 = 0  (18) 

𝐻𝜉𝜉 = 0 (19) 

𝑇𝜉𝜉 + 𝑃𝑟𝐸𝑐𝜇𝛹2𝛬2(𝑎2 + 𝑏2)  +
𝐸𝑐𝑅𝐻𝑅𝑒𝑃𝑟

𝑅𝜎
𝐻𝜉

2  =  0

      (20) 

3  EXACT SOLUTIONS 
In this section we present some exact solutions of 

the system of equations (17–20), as follows we 

consider the following three cases 

Case I:     𝛬  =  − 𝑛2,  n > 0, 

Case II:   𝛬  =    𝑚2,  m> 0, 

Case III: 𝛬  =     0. 

Case – I: 

For this case the solution of equation (17) in the 

physical plane is given by 

𝛹 = 𝐴11𝑠𝑖𝑛(𝑛(𝑎𝑥 +  𝑏𝑦) + 𝐴12) −
𝑈1(𝑎𝑥 + 𝑏𝑦)

𝑛2
−

𝑈2𝑒(𝑎𝑥 + 𝑏𝑦)

𝑛2+1
     (21)       

 equation   (18)  utilizing  (21) gives 

 

127



Proceedings of FIMEC, 9-10 May 2015, Karachi, Pakistan 

𝜇 =
𝐴13(𝑎𝑥+𝑏𝑦)+𝐴14

𝐴11𝑠𝑖𝑛(𝑛(𝑎𝑥+𝑏𝑦)+𝐴12)−
𝑈1 (𝑎𝑥+𝑏𝑦)

𝑛2 −
𝑈2 𝑒

(𝑎𝑥 + 𝑏𝑦)

𝑛2+1

.(22)                     

The solution of  equation (19) is 

𝐻 = 𝐴15(𝑎𝑥 +  𝑏𝑦) + 𝐴16    (23) 

equation (20), using equations (22) and (23), 

becomes 

𝑇𝜉𝜉 + 𝐸𝑐𝑃𝑟𝛬2(𝑎2 + 𝑏2)(𝐴13𝜉 + 𝐴14)𝛹 +
𝑅𝐻𝐸𝑐𝑃𝑟𝑅𝑒𝐻𝜉

2

𝑅𝜎
= 0    (24)

  

The solution of (24) is 

𝑇 =
𝐸𝑐 𝑃𝑟𝛬2(𝑎2+𝑏2)

12𝑛3(𝑛2+1)
 [𝐴13 {12𝐴31(𝑛2 + 1){𝑛 (𝑎𝑥 +

𝑏𝑦) 𝑠𝑖𝑛(𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12) − 2𝑐𝑜𝑠(𝑛(𝑎𝑥 +
𝑏𝑦) + 𝐴12)} + 𝑛{(𝑛2 + 1)𝑈1(𝑎𝑥 + 𝑏𝑦)4 −

12𝑛2𝑈2𝑒(𝑎𝑥+𝑏𝑦)}} (𝑎𝑥 + 𝑏𝑦 − 2)}} +

2𝑛𝐴14{𝐴11(𝑛2 + 1)(6𝑠𝑖𝑛 (𝑛(𝑎𝑥 + 𝑏𝑦)) + (𝑎𝑥 +

𝑏𝑦)3) − 6𝑛2𝑈2𝑒(𝑎𝑥+𝑏𝑦)}] −
𝐸𝑐 𝑅𝐻 𝑃𝑟 𝑅𝑒 𝐴15

2

2𝑅𝜎
(𝑎𝑥 +

𝑏𝑦)2 + 𝐴17(𝑎𝑥 + 𝑏𝑦) +
𝐴18.                                                           (25)     

The stream function 𝛹 for this case is given by 

𝜓 = 𝐴11𝑠𝑖𝑛(𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12) −
𝑛2+1

𝑛2    𝑈1(𝑎𝑥 + 𝑏𝑦) −
2+𝑛2

𝑛2+1
𝑈2eax+by(26)                          

It represent a sine stream  𝑠𝑖𝑛(𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12)  

in the positive x-direction plus a perturbation that 

is not periodic in x and y. The component of 

velocity distribution equations (5) and (10) and 

pressure from equation (10), are given by  

𝑢 = 𝐴11𝑛 𝑏 𝑐𝑜𝑠(𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12) −
𝑛2+1

𝑛2  𝑏 𝑈1 −
2+𝑛2

𝑛2+1
 𝑏 𝑈2𝑒(𝑎𝑥+𝑏𝑦)  (27)  

                     

𝑣 = −𝐴11 𝑎 𝑛 𝑐𝑜𝑠{𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12} +
𝑎(𝑛2−1)

𝑛2 𝑈1            +

𝑎 (2+𝑛2)

𝑛2+1
𝑈2𝑒(𝑎𝑥+𝑏𝑦),                               (28)  

 𝑝 =
𝐾

2𝑛4(𝑛2 + 1)2
[𝐴11{𝑛(1

+ 𝑛2)2{𝑛3𝐴11𝑠𝑖𝑛(𝑛(𝑎𝑥 + 𝑏𝑦) 

+𝐴12) − 2𝑈1{𝑛(𝑎𝑥 + 𝑏𝑦)𝑠𝑖𝑛(𝑛(𝑎𝑥 + 𝑏𝑦)
+ 𝐴12) 

 +𝑐𝑜𝑠(𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12)}}

− 2𝑛{𝑛4𝑈2{𝑛𝑠𝑖𝑛(𝑛(𝑎𝑥 + 𝑏𝑦) 

+𝐴12) + 𝑐𝑜𝑠(𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12)}
− 𝑈1(1 + 𝑛2)3 

𝑐𝑜𝑠(𝑛(𝑎𝑥 + 𝑏𝑦) + 𝐴12) − 𝑛3(2 + 𝑛2)𝑈2𝑒(𝑎𝑥+𝑏𝑦) 

{𝑈1(1 + 𝑛2)(𝑎𝑥 + 𝑏𝑦)2 + 2𝑛2𝑈2𝑒(𝑎𝑥+𝑏𝑦)}

+ 𝑛2(1 + 𝑛2) 

(2 + 𝑛2)𝑈2𝑒(𝑎𝑥+𝑏𝑦){2𝑈1((𝑎𝑥 + 𝑏𝑦) − 1)

+ 𝑛2𝑒(𝑎𝑥+𝑏𝑦)}] 

−
(𝑎2 + 𝑏2)

2𝑎𝑅𝑒(1 + 𝑛2)
[2𝑏𝜇{𝐴11𝑛2(1

+ 𝑛2)𝑠𝑖𝑛(𝑛(𝑎𝑥 + 𝑏𝑦) 

+𝐴12) + (2 + 𝑛2)𝑈2𝑒(𝑎𝑥+𝑏𝑦)}

− 2𝑎𝑅𝑒𝑛4(1 + 𝑛2)3 

{𝐴11𝑛3(1 + 𝑛2)𝑐𝑜𝑠(𝑛(𝑎𝑥 + 𝑏𝑦) − 𝐴12)
− (𝑛2 + 1)2𝑈1 

−(2 + 𝑛2)𝑛2𝑈2𝑒(𝑎𝑥+𝑏𝑦)}
2

− 𝑅𝐻
𝐻2

2
+

𝐴19.                   (29)                                                        

where 𝐴11𝐴12𝐴13 …  𝐴19 is a real constant. 

Case - II  

For this case 

𝛹 = 𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦) + 𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) +
𝑈1(𝑎𝑥+𝑏𝑦)

𝑚2                                  

                           −
𝑈2  𝑒

(𝑎𝑥+𝑏𝑦)

1−𝑚2 ,                               (30) 

𝜇 =
𝐵13(𝑎𝑥+𝑏𝑦)+𝐵14

𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦)+𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) +𝑈1(𝑎𝑥+𝑏𝑦)

𝑚2 −
𝑈2 𝑒

(𝑎𝑥+𝑏𝑦)

1−𝑚2

  (31)                                            

           𝐻 = 𝐵15(𝑎𝑥 + 𝑏𝑦) +
 𝐵16,                                     (32)                                                                             

𝑇 =  
𝐸𝑐𝑃𝑟𝛬2(𝑎2 + 𝑏2)

12𝑚3(1 − 𝑚2)
[𝐵13{12(1

− 𝑚2){𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦) 

(2 − 𝑚(𝑎𝑥 + 𝑏𝑦))−𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦)(𝑚 (𝑎𝑥 + 𝑏𝑦)
+ 2) 

−𝑚(1 − 𝑚2)𝑈1(𝑎𝑥 + 𝑏𝑦)4 − 12𝑚𝑈2(𝑒𝑚(𝑎𝑥+𝑏𝑦) 

(𝑚(𝑎𝑥 + 𝑏𝑦) − 1)𝑚2𝑒𝑚(𝑎𝑥+𝑏𝑦))}

− 2𝐵14𝑚(1 − 𝑚2) 

        {6𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦) + 6𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) +
𝑈1(𝑎𝑥 + 𝑏𝑦)3           

      −6𝑛2𝑈2𝑒𝑚(𝑎𝑥+𝑏𝑦)}] −
𝑅𝐻𝐸𝑐𝑃𝑟𝑅𝑒𝐵15

2

2𝑅𝜎
(𝑎𝑥 +

𝑏𝑦)2 +                               𝐵37(𝑎𝑥 + 𝑏𝑦) +
𝐵18,                                (33)          
for this case stream function, 

𝜓 = 𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦) + 𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) +
1−𝑚2

𝑚2 𝑈1(𝑎𝑥 + 𝑏𝑦) −
2−𝑚2

1−𝑚2 𝑈2𝑒(𝑎𝑥+𝑏𝑦).           (34)                              

It represent a hyperbolic (sine or cosine) stream  

𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦) + 𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦)  in the positive  x-

direction plus a perturbation that is not periodic in 

x and y. The component of velocity distribution and 

pressure, in this case are given by32570048 

𝑢 = 𝑚𝑏𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦) − 𝑚𝑏𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) +
𝑈1𝑏(1−𝑚2)

𝑚2 −
2−𝑚2

1−𝑚2 𝑈2𝑏𝑒(𝑎𝑥+𝑏𝑦)  (35),  

𝑣 = −𝑚𝑎𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦) + 𝑚𝑎𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) −
𝑎𝑈1(1−𝑚2)

𝑚2 +
2−𝑚2

1−𝑚2 𝑈2𝑎𝑒(𝑎𝑥+𝑏𝑦),                   (36)    
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𝑝

=
𝐾

2𝑚4(1 − 𝑚)2
[𝑛𝐵11{(1

− 𝑚2)2𝑒𝑚(𝑎𝑥+𝑏𝑦){𝑚3𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦)

+ 2𝑈1(𝑚(𝑎𝑥 + 𝑏𝑦) − 1)}

+ 2𝑚5𝐵11𝑈2
2𝑒(𝑚+1)(𝑎𝑥+𝑏𝑦)}

+ 𝑚(1
− 𝑚2)𝐵12{(1

− 𝑚2)𝑒−𝑚(𝑎𝑥+𝑏𝑦){𝑚3𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦)+2𝑈1(𝑚(𝑎𝑥

+ 𝑏𝑦) − 1)}−2𝑚3𝑈1𝑒(𝑎𝑥+𝑏𝑦)(1−𝑚)}

+ (1

− 𝑚2){𝑈1(1 − 𝑚2)(𝑚2 + 1){2(𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦)

− 𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦))+(𝑎𝑥 + 𝑏𝑦)2}

+ 2𝑚2 𝑈1𝑈2 𝑒(𝑎𝑥+𝑏𝑦)(𝑚2(𝑎𝑥 + 𝑏𝑦)

+ 1)+𝑚5 𝑈2 𝑒2(𝑎𝑥+𝑏𝑦)]

+
𝑏

𝑎 𝑅𝑒
[𝜇(𝑏2 − 𝑎2){𝑚2𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦)

+ 𝑚2𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) −
𝑈2

1 − 𝑚2
𝑒(𝑎𝑥+𝑏𝑦)}]

− 𝑅𝐻

𝐻2

2

− [{
(𝑎2 + 𝑏2)

2

+ 2
𝜇𝑎𝑏

𝑅𝑒
}                {𝑚𝐵11𝑒𝑚(𝑎𝑥+𝑏𝑦)

− 𝑚𝐵12𝑒−𝑚(𝑎𝑥+𝑏𝑦) −
𝑈1

𝑚2
−

𝑈2

1 − 𝑚2
𝑒(𝑎𝑥+𝑏𝑦)}

2

]

+ 𝐵19,               (37) 

where 𝐵11𝐵12𝐵13 … 𝐵19 is a real constant. 

Case-III 

For this case we have 

𝛹 = −
𝑈1(𝑎𝑥 + 𝑏𝑦)3

6
− 𝑈2𝑒(𝑎𝑥+𝑏𝑦)

+ 𝐶11(𝑎𝑥 + 𝑏𝑦) 

                                                +𝐶32 (38)                                       

𝜇 =
𝐶13(𝑎𝑥+𝑏𝑦)+𝐶14

−𝑈1(𝑎𝑥+𝑏𝑦)3

6
−𝑈2𝑒(𝑎𝑥+𝑏𝑦)+𝐶11(𝑎𝑥+𝑏𝑦)+𝐶12

, (39)                                                                    

𝐻 = 𝐶15(𝑎𝑥 + 𝑏𝑦) + 𝐶16,     (40)                                                                                  

𝑇 =
𝐸𝑐𝑃𝑟𝛬2(𝑎2+𝑏2)

180
[𝐶13{180𝑈2𝑒(𝑎𝑥+𝑏𝑦)(2 −

(𝑎𝑥 + 𝑏𝑦)) + (𝑎𝑥 + 𝑏𝑦)3(𝑈1(𝑎𝑥 + 𝑏𝑦)3) −

15(𝐶11(𝑎𝑥 + 𝑏𝑦) + 2𝐶12)} + 𝐶14{(𝑎𝑥 +

𝑏𝑦)2 (
3

2
𝑈1(𝑎𝑥 + 𝑏𝑦)3 − 30(𝐶11(𝑎𝑥 +

𝑏𝑦) +3𝐶12)−180𝑈2𝑒(𝑎𝑥+𝑏𝑦)}] −
𝑅𝐻𝐸𝑐𝑃𝑟𝑅𝑒 𝐻15

2

2𝑅𝜎
(𝑎𝑥 + 𝑏𝑦)2 + (𝑎𝑥 + 𝑏𝑦)𝐶37 + 𝐶38 ,                                               

(41) 

𝜓 = −
𝑈1(𝑎𝑥+𝑏𝑦)

6
{(𝑎𝑥 + 𝑏𝑦)2 + 6} −

2𝑈2𝑒(𝑎𝑥+𝑏𝑦) + 𝐶11(𝑎𝑥 + 𝑏𝑦) + 𝐶12      (42) 

𝑢 = −
𝑈1𝑏

2
{(𝑎𝑥 + 𝑏𝑦)2 + 2} − 2𝑏𝑈2𝑒(𝑎𝑥+𝑏𝑦) +

𝑏𝐶11  (43)                                     

𝑣 =
𝑎𝑈1

2
{(𝑎𝑥 + 𝑏𝑦)2 + 2} + 2𝑎𝑈2𝑒(𝑎𝑥+𝑏𝑦) −

𝑎𝐶11     (44)        

𝑝 = 𝐾 [𝑈1
2(𝑎𝑥 + 𝑏𝑦)2 −

𝑈1𝑈2

2
{(𝑎𝑥 +

𝑏𝑦)2𝑒(𝑎𝑥+𝑏𝑦)−2𝑒(𝑎𝑥+𝑏𝑦)((𝑎𝑥 + 𝑏𝑦) + 1)} −
𝐶11𝑈1

8
(𝑎𝑥 + 𝑏𝑦)4 −

𝐶12𝑈1(𝑎𝑥+𝑏𝑦)3

6
−

(𝑈1+𝐶11+𝐶12)𝑈1

24
(𝑎𝑥 + 𝑏𝑦)4 + 𝑈2(𝑈1 + 𝐶31 +

𝐶32)𝑒(𝑎𝑥+𝑏𝑦) +
𝐶1(𝑈1+𝐶11+𝐶12)(𝑎𝑥+𝑏𝑦)2

2
+ 𝐶2(𝑈1 +

𝐶11 + 𝐶12)(𝑎𝑥 + 𝑏𝑦) + [
𝑏𝜇(𝑏2−𝑎2)

𝑎𝑅𝑒
−

2 𝜇 𝑎 𝑏

𝑅𝑒
] [

𝑈1

2
(𝑎𝑥 + 𝑏𝑦)2 + 𝑈1 + 𝐶11]

2

− 𝑅𝐻
𝐻2

2
+

𝑈1

2
(𝑎2 − 𝑏2)(𝑎𝑥 + 𝑏𝑦) + 𝐶19, (45) 

where  𝐶11, 𝐶12, 𝐶13 … 𝐶39 are real constant. Λ = 0 

corresponds to an irrotational flow and it is the 

following uniform flow. 

4 NUMERICAL RESULTS AND 
DISCUSSION 

In order to have a discussion about some suitable 

physical aspects of the obtained results, many 

graphs are sketched in the present section. 

Attention has been focused on analyzing the 

difference between the profiles of the velocity field 

components  𝑢(𝑥, 𝑦) and  𝑣(𝑥, 𝑦)  of steady plane 

flows of an incompressible fluid with variable 

viscosity and heat transfer moving on a plane. We 

infer these results with respect to the variations of 

emerging parameters of interest. The velocity 

components 𝑢(𝑥, 𝑦) and  𝑣(𝑥, 𝑦)  that
 
have been 

considered here is only for  Case-I (Λ = 1) and 

Case-II (Λ = 1). The diagrams of the velocity 

components 𝑢(𝑥, 𝑦) and  𝑣(𝑥, 𝑦) 
 

have been 

presented against x and y for different values of 

emerging parameters of interest a, b, n, m and  𝑈1 

and 𝑈2.  For the sake of convenience, all graphs are 

sketched by using, 𝐴11 = 0.1,  𝐴12 = 2, 𝐵11 =
0.002, 𝐵12 = 0.003, 𝑎 = 2, 𝑏 = 3, 𝑛 = 2,  𝑚 = 2, 

 𝑈1 = 0.1,  𝑈2 = 0.1  and using Mathcad as a 

computational software. The figure 1 to figure 10 

is for case-I and figure 11 to figure 20 are for case-

II. All figure 1 (a) to figure 20 (a), for the velocity 

components 𝑢(𝑥, 𝑦) and  𝑣(𝑥, 𝑦) are considered as 

function of “x” only and “y” treat as constant and it 

is " 𝑦 = 2". All figure 1 (b) to figure 20 (b), when 

the velocity components  are considered as 

function of “y” only and “x” treat as constant and it 

is " 𝑥 = 1".  

For Case-I: figure 1, 2, 3 and 4, show the graphs 

of the velocity components at four different values 
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of the parameter “a” and “b”. It is notice that, the
velocity components have opposite behavior for
varied values of “a” and “b”. For instance, the
first velocity component is decreasing and second
component of velocity is increasing functions
respectively of the parameter “a” and “b”. It is
also observed in all graphs that the first velocity
component have greater values (in absolute value)
in comparison with second component of velocity.
figure 5 and 6 give graphical demonstration for
the influence of  parameter “n” on the two
components of velocity. It is observe that the
component of velocity ( , ) is increasing
function of “n”. However the component ( , )
decreases with respect to the parameter “n”.
figures. 7, 8, 9 and 10 show the variation of
and on the two component of velocity field.
Qualitatively the effects of these parameters on
the profile of the velocity components are similar.
For instant the velocity component ( , ) decays
with regard  to the parameters and and the
seconed component  velocity field ( , ) have
quite opposite behavior with respect these
parameters with comparison to ( , ).
For Case-II: Figures 11, 12, 13 and 14 are made
to discuss the variation of the parameter “a” and
“b” on the two component velocity profile it is
notice that the effect of these parameter on the
two component velocity profiles are quite reverse.
For example the first component of velocity( , ) increased and second component of
velocity ( , ) decreased with respect to these
parameters. To see the effect of the parameter “m”
on the velocity profile Figures 15 and 16 are
constructed. From these figures it is clear that the
first component of velocity field ( , ) decays
and second component of velocity field ( , )
grows  exponentialy with increasing values of
”m”. In order to the discuss the impact of the
parameter on the two component of the
velocity field, Figures 17, 18 are prepared. It is
observe that both component of velocity field are
decreasing with regard to . Finally for
comparison the two components of velocity field
for different values of are combined presented
in figure 19 and 20. From these figures it is
obvious the component ( , ) goes down and the
component ( , ) goes up respectively as the
values increased. The units of the material
constants in all figures are SI units.

5 CONCLUDING REMARKS
The aim of this paper is to the study the steady
motion of a finitely conducting incompressible
fluid of variable viscosity in the presences of a

magnetic field and heat transfer over an infinite
plane. The general solutions are determined
involved of flows for which the vorticity
distribution is proportional to the stream function
perturbed by a uniform and exponential streams of
the form ∇ = − ( + ) −( )]. Lastly the effects of numerous
parameters of concentration on the velocity
components are outlined and discussed.
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ABSTRACT 
Carbon  steels  are  by  far  the  most  economical  and  one  of  the  most  used materials  throughout  the  

world.  In this work the usability of AISI 1045 steel has been studied in various practical environments. The 

corrosion behavior of AISI 1045 steel has been observed having been heat treated and subjected to various 

environments. Several samples in Annealed, Normalized and quenched state were subjected to LPR (Linear 

Polarization Resistance) testing to determine Corrosion rate of each sample in different environments by 

Potentiostat using Dr.Bob’s Cell. LPR test results revealed the corrosion behavior of each sample in particular 

environments. Results of this experiment can be very helpful to decide that, in which environments AISI 1045 

steel can be used and which heat treated conditions suits that particular environment.  

Keywords: AISI 1045, LPR, Potentiostat.

1 INTRODUCTION 
The corrosion of metals is the primary concern to 

the engineers in desalination, petrochemical and 

power plants. Like other  natural  disasters  such  as  

floods  or  severe earthquakes,  corrosion  can  be 

very disastrous for everything  from  vehicles,  

home  appliances,  and  water  and  wastewater  

systems  to pipelines,  bridges,  and  public  

buildings.  

The dependence of Microstructure on Corrosion 

behavior of Carbon steels is widely recognized. 

Many contradictory results are present in literature 

due to the fact that the involved mechanisms are 

quite complex [1]. 

AISI 1045 is a medium carbon steel which is quite 

common material for general Engineering 

applications requiring strength and wear resistance, 

Such as; Gears, Ratchets, Bolts and Axles 

Corrosion behavior of metals depends largely on 

the phases present in the alloy. Heat treatment may 

be utilized to produce several phases and their 

combinations in a steel sample. In this work the 

corrosion behavior of AISI 1045 steel has been 

studied for annealed, normalized and hardened 

samples.  

The corrosion behavior of any metal depends on 

the environment conditions to which it is exposed 

[2]. One of the most corrosive environments for 

Carbon steels in practical applications are sea 

water, hydrochloric acid, sulphuric acid and nitric 

acids. 

Electrochemical techniques are the most widely 

used method to determine corrosion behavior of 

materials in laboratory. Linear Polarization 

Resistance (LPR) is the most common technique 

for Corrosion rate determination [3].  

2 EXPERIMENTAL WORK 
 Material Selection 

24 cylindrical samples (L=60 mm & Dia=7 mm)  of 

AISI 1045 steel were prepared by machining. The 

chemical composition of the samples is, as shown 

in Table 1: 

Element

s 
C S 

M

n 
Al Si Cu Cr 

Compos

-ition 

0.4

70 

0.

02 

0.

65 
2.8 1.5 

0.

15 
0.2 

 

2.1 Heat Treatment 
6 samples were then allocated for each Heat 

treatment, i.e Annealing, Normalizing, Water 

quenching and Oil quenching. After austenitizing 

and subsequent holding, all the samples were 

cooled according to the desired microstructure. 

Each sample was then ground to remove surface 

oxide layers. 

2.2 Corrosion testing  
Linear Polarization resistance test was used to 

check Corrosion rate on calibrated Gamry 

Potentiostat (Refrence 600) with Dr. Bob’s cell. 

Samples were used as working electrode while 

Ag/AgCl Standard Calomel Electrode (SCE) was 

used as refrence electrode. Pt electrode acted as 

Table 1. Chemical compositions of AISI 1045 

type steel (WT %), Iron as balance 
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counter electrode. Following chemicals were used 

as electrolyte: 

Seawater 

1M Boric acid 

33% HCl 

65% HNO3 

LPR curves were obtained by scanning the samples 

in appropriate ranges. Samples tested in sea water 

were scanned from -1.2 mv to 0mv, while those 

tested in Boric acid were scanned from -1.2mv to 

2mv. Samples in HCl and H2SO4 were scanned 

between -1.2 mv to 0 mv while samples in HNO3 

were scanned between 0mv to 2mv. Corrosion rate 

in mpy (mills per year) is calculated directly by the 

Gamry software.  

2.3 Microstructural analysis  
All samples were than ground and polished to 

mirror finish. These samples were than quenched 

in Nital and then analysed on Metallurgical 

microscope to develop the relation between phases 

and corrosion behavior. 

3 RESULTS AND DISCUSSION 

3.1 Linear Polarization Resistance test 
results in Seawater 
Annealed, normalized, water quenched and oil 

quenched samples were tested in sea water. LPR 

curve shows that water quenched sample shows 

minimum corrosion current and corrosion rate (i.e 

 

The corrosion rate obtained for oil quenched 

sample is 25.74 mpy. 

The corrosion rate obtained for water quenched 

sample is 20.51 mpy. 

The corrosion rate obtained for normalized sample 

is 28.96 mpy. 

The corrosion rate obtained for annealed sample is 

27.67 mpy. 

Water quenched sample shows the least corrosion 

in sea water because it has single phase on surface 

(i.e Martensite can also be observed in Figure 7). In 

other heat treated samples,  multiple phases are 

present (i.e Pearlite: which is a combination of 

Ferrite and Cementite). 

3.2 Linear Polarization Resistance test 
results in Boric acid 
Boric acid which is a weak acid, corrodes steel in 

the similar manner as sea water does. Corrosion 

rate for Martensite (Water quenched) sample is 

least due to the presence of homogenous single 

phase. 

Corrosion rate of Pearlitic microstructure is highest 

(In annealed and normalized samples) due to the 

formation of microcell between Ferrite and 

Cementite. Corrosion behavior of this steel in sea 

water and Boric acid is in accordance with the 

behavior reported by Sami I. al-rubaiye et 

 

 

The corrosion rate obtained for annealed  sample is 

1.103 mpy. 

The corrosion rate obtained for normalized  sample 

is 1.247 mpy. 

The corrosion rate obtained for oil quenched 

sample is 1.173 mpy. 

The corrosion rate obtained for water quenched 

sample is 1.040 mpy. 

3.3 Linear Polarization Resistance test 
results in Hydro chloric acid 
Strong acids corrode metals very quickly 

particularly at higher concentration [6]. A reverse 

trend of corrosion has been observed in the case of 

these strong acids. Martensitic microstructure 

shows higher corrosion rate as compare to Pearlite.  

 At higher concentaration of strong acids (such as 

HCl), not only general corrosion occurs but also 

Pitting participate in overall corrosion. In this case 

Martensite which has high overall energy (Non-

equilibrium microstructure) corrodes at faster rate 

as compare to Pearlite, which is the most stable of 

all these. Corrosion behavior of this steel in HCl is 

in accordance with the behavior reported by David 

Figure 1. Comparison of all samples tested in sea-

water. 

Figure 2. Comparison of all samples tested in 

Boric acid. 20.5mpy) among all sample tested in sea water Fig-1. 

al.[4],[5] Figures 1 & 2. 

Abimbola Fadare et al.[6] can be seen in Figure-3. 
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Corrosion behavior of Annealed sample is 152.1 

mpy 

Corrosion behavior of Normalized sample is 155.8 

mpy 

Corrosion behavior of Oil quenched sample is 

199.6 mpy 

Corrosion behavior of Water quenched sample is 

164.3 mpy 

3.4 Linear Polarization Resistance test 
results in Nitric acid 
HNO3 is a very stong oxidizing agent and hence 

most corrosive environment among all tested [7]. 

Corrosion trend is similar to the behavior exhibited 

in HCl (Both are strong acids). Martensite has been 

corroded at faster rate as compare to Annealed 

 

Corrosion behavior of Annealed sample is 158.9 

mpy 

Corrosion behavior of Normalized sample is 162.9 

mpy 

Corrosion behavior of Oil quenched sample is 

245.2 mpy 

Corrosion behavior of Water quenched sample is 

185.6 mpy 

3.5 Microstructural Analysis 

Annealed Microstructure 
The microstructure reveals coarse pearlite in black 

regions and ferrite as white regions after etching 

with 1% Nital, as shown in Figure 5. 

 
 

 

 

 

 

 

 

 

 

 

Normalized Microstructure 
The microstructure in Figure 6 reveals pearlite-

ferrite regions in a much finer scale as compare to 

Annealed microstructure, as the cooling rate is high 

in normalizing. 

 

 

 

 

 

 

 

 

 

 

 

Water Quenched Microstructure 
In the Water quenched microstructure small needle 

like micro constituent phase, called Martensite is 

present within the matrix of Ferrite, as can be 

observed in Figure 7. Etching was done with with 

nital 1%. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Comparison of all samples tested in 

Hydro chloric acid. 

Figure 4. Comparison of all samples tested in 

Hydro chloric acid. 

Figure 5. Microstructure of annealed sample at 

400x. 

Figure 6. Microstructure of normalized sample at 

400x. 

Figure 7. Microstructure of Water quenched 

sample at 400x. 

microstructure. Figure 4 shows comparisn of all samples 

tested in hydrochloric acid. 
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Oil Quenched Microstructure 
In oil quench microstructure Martensite is formed 

in small fraction due to the use of oil as quenching 

media, since oil has less quenching severity than 

water. This less severity causes yield of fresh 

Martensite to disrupt. It is important to note here 

that the presence of Bainite and tempered 

Martensite in the microstructure cannot be 

 

 

 

 

 

 

 

 

 

 

 

4 CONCLUSION 
Conclusion of above work can be stated as follows: 

Corrosion rate of Martensite is least in sea water 

and weak acids, as it is a single phase structure, fine 

pearlite which makes very strong microcells 

corrodes at highest rate in these environments.  

In strong acids, corrosion rate of Martensite is 

highest due to being most unstable and non-

equilibrium phase. With general corrosion these 

strong acids may cause Pitting, that accelerates the 

corrosion rate. In strong acidic environments 

Pearlite shows lesser corrosion rate.  

HNO3 is more corrosive to Carbon steels than HCl. 
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Abstract 
The Energy Crisis at hand has been the focus of most of the research done recently across various disciplines. 

To come up with a sustainable yet inexpensive solution is a challenge for their work. Pakistan is a country 

blessed with many natural resources having vast potential to solve the issue both in short and long term basis, 

one of which is Coal. However, among other constraints, its environmental effects have been a topic of debate 

in engineering circles. This paper presents Coal gasification as a viable solution and proposes a model of 

indirect gasifier for this purpose. Results obtained from simulations on Aspen PLUS® show that cold gas 

efficiency and carbon conversion vary significantly as the diameter as well as height of the bayonets is altered, 

rising to about 50% and 90% respectively. Values of H2/CO ratio obtained are approaching the conventionally 

desirable value of 3, but these parameters have relatively less impact on this ratio. The model also confirmed 

the reduced amount of SOx and NOx, without significantly affecting coal gas efficiency. 

 

Keywords: Energy Crisis; Sustainability; Coal gasification; Aspen PLUS® Model 
 

1 INTRODUCTION 
Previous century was fuelled by the petroleum and 

natural gas. The pollutants unleashed by Petroleum 

are degrading the environment. In addition to their 

primary toxic nature, the sulfur and nitrogen 

compounds can also react further to produce other 

lethal chemicals. Furthermore, their depletion is at 

hand and it is high time to develop alternate fuels 

to go on with our lives as we do now. [1] 

Coal is a reliable resource of energy due to its 

abundance in many countries of the world. 

However, it contains larger amounts of nitrogen 

and ash than those in other fuels, and its utilization 

has been questioned due to the environmental 

hazards it poses. The ash present in the coal causes 

metallurgical constraints for its processing. 

Burning coal produces massive amount of CO2, 

which is the main cause of global warming. There 

is a global requirement to develop technology so 

that the coal may be utilized in a highly proficient, 

environment friendly way. [2] 

Gasification is a process in which combustible 

materials are partially oxidized. The product of 

gasification is a combustible synthesis gas, or 

Syngas. Because gasification involves the partial 

oxidization of the feed, gasification processes 

operate in an oxygen-lean environment. 

Gasification processes typically operate above 

their stoichiometric oxygen-to-fuel ratio to ensure 

near complete conversion to syngas. The amount of 

oxygen used in gasification, however, is always far 

less than that used in combustion and typically is 

less than half.  

From a processing point of view the main operating 

difference is that gasification consumes heat 

evolved during combustion. Under the reducing 

environment of gasification the sulfur in the coal is 

released as hydrogen sulfide rather than sulfur 

dioxide and the coal's nitrogen is converted mostly 

to ammonia rather than nitrogen oxides. These 

reduced forms of sulfur and nitrogen are easily 

isolated, captured, and utilized, and thus 

gasification is a clean coal technology with better 

environmental performance than coal combustion.  

2 SIMULATION MODEL 
The development of the process for the reactions 

being carried out in gasifier is being carried out by 

using Aspen Plus® as the process simulator. The 

model comprises of three main processes i.e. coal 

drying, coal pyrolysis and char gasification carried 

out in the gasifier. The heat for these processes will 

be taken from the hot gaseous mixture passing 

through the section till the point that all the 

136



Proceedings of FIMEC, 9-10 May 2015, Karachi, Pakistan 

materials in the top section are in thermal 

equilibrium. 

2.1 Components: 

The following components were selected from 

Aspen Plus® databank: O2, CO2, H2, H2O, CH4, 

N2, H2S, C6H6, C, S and (Coal, Dry Coal, Char and 

Ash) were taken as Non-Conventional. The 

different components used in this study are 

described with their composition and property 

models are used for the approximation of their 

physical properties. For these components two 

models must be assigned: one for density 

(DCOALIGT) and the other for enthalpy 

(HCOALGEN), which requires knowledge of 

proximate analysis and ultimate analysis of the 

solids. These characteristics for coal are presented 

in paper, which is provided by Pakistan Council for 

Scientific and Industrial Research, PCSIR, Karachi 

Pakistan. These numbers represents, the 

PROXANAL and ULTANAL of air-dried sample 

 

2.2 Process Description: 
In this process, the coal is heated and a rapid process 

takes place with can be completed and certain 

temperature, the bounded moisture is removed from the 

coal by using steam that was injected from the bottom 

and coal from the top of the gasifier. The heated mixture 

contribute the breakdown of dried coal into char and 

other gases engendered form the conversion of volatile 

material into other products and tar. Heat required for 

the process can is supplied by the bayonets which are in 

vertical arrangement. The produced gases i.e. CO, CO2, 

H2, and CH4 sent to the product stream with some other 

unreacted steam also escorts them. The ash discards off 

from the bottom. The product stream is alienated in to 

two parts, part of which is combusted in the furnace to 

derive gasifier bayonets and other as a sales product.  

 

1.3 Heat Integration: 
Hot syngas stream available from the gasifier at high 

temperature is introduced in the cross-flow heat 

exchanger, where saturated steam is produced. The cold 

syngas stream is then fragmented in two parts. One is 

drawn as the product stream for further processing 

while the other goes for the combustion in the furnace 

combined with preheated air and then sent for 

combustion in the furnace where hot flue gases are 

generated. The saturated steam already produced is then 

used to generate superheated steam using the heat from 

the high temperature flue gases from the furnace. This 

steam is then sent to the gasifier to take part in the 

gasification reaction. Then the flue gases enter the 

bayonets to provide the heat required for gasification 

reaction. The flue gases from the gasifier bayonets are 

then used to preheat the air stream required for the 

combustion in furnace. The flow rate of the air stream 

is kept in excess to the stoichiometric air requirement 

for the combustion of syngas. Flue gases from the air 

preheat are then used to generate the corresponding 

saturated steam for the process and are exhausted to the 

atmosphere. The saturated steam produced here is 

mixed with the saturated steam produced from syngas 

cooling and sent for superheated steam generation. Hot 

ash from the gasifier is used for the preheating of water. 

2.3 Chemical Kinetics: 
In the process of char gasification, the following 

reactions are considered. [3][4] 

Coal → CO + H2 + CO2 + H2O + H2S + N2 + CH4 + 

C6H6 + Char        (1) 

C +
x+2y

2x+2y
O2 →

x

x+y
CO +  

y

x+y
CO2  (2) 

C + H2O →  CO +  H2     (3) 

C + CO2 →  2CO    (4) 

C + 2H2 →  CH4     (5) 

CO + H2O →  CO2  +  H2    (6) 

H2 + 0.5O2 → H2O     (7) 

Where, [6] 
x

y
=

[CO]

[CO2]
= 2500e

−6249

T     (8)    

Table 1. Thar Coal Analysis 

Proximate Analysis Ultimate Analysis Sulphur Analysis 

Element Value (wt. 

%) 

Element Element Value (wt. 

%) 

Element 

Moisture 
(wet basis) 

8.5 C 54.57 Pyritic 1.46 

H 3.21 

Fixed carbon 
(dry basis) 

25.83 N 1.07 Sulphate 1.47 

Cl 0 

Volatile 

Matter 
(dry basis) 

53 S 4.39 Organic 1.46 

O 15.59 

Ash (dry basis) 21.17 Ash 21.17   

of Thar Lignite Coal shown in Table 1. 

Figure-1 shows the process of indirect gasification .  
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3 RESULTS:  
Results were generated by using different 

geometric variations in order to analyse their effect 

on the quality of the syngas produced. Feed 

conditions for both coal and steam were taken as 

same, with steam to coal ratio of 2.0. The effects of 

the following variables were analysed: 

 Diameter of the gasifier; 

 Height of Bayonets (making the non-

adiabatic gasification section); 

 

The performance indexes which were defined and 

estimated according to simulation results were 

following:  

Cold Gas Efficiency  

Cold Gas Efficiency of the process is calculated 

as: 

 

Carbon Conversion 

Conversion of coal in the reactor is based upon the 

conversion of carbon content in the char 

introduced to the gasification process:  

 

H2/CO molar ratio: 

 

Simulation results for the Thar Lignite Gasification 

are presented in Figures 2, 3 and 4. These results 

are based on the analysis of dry syngas after 

condensate removal from the raw syngas product 

stream and were plotted by using MATLAB® 2013.  

In Fig. 2, cold gas efficiency is reported as a 

function of diameter and bayonets’ height. A trend 

similar to the elliptical valley was obtained. It is 

shown that cold gas efficiency varies significantly 

as the diameter as well as height of the bayonets are 

altered, rising in the middle to about 50%. The 

parameters, when altered, cause a change in 

superficial velocities within the gasifier and heat 

transfer between the flue gases and the gasifier 

environment. Hence the cold gas efficiency is 

drastically changed.  

 

Figure 1: Process Scheme of indirect gasification using partial product syngas combustion with heat 

integration 

Figure 2: Cold Gas Efficiency v/s Height of 

Bayonets (m) and Diameter (m) 
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H2/CO molar ratio is reported as a function of 

diameter and bayonets’ height in Fig. 3. It can be 

seen that the values of H2/CO ratio obtained are 

approaching the conventionally desirable value of 

3. The sensitivity of the parameter is much 

increased at the higher values of diameter. H2/CO 

molar ratio is showing increasing trend as with 

increase in diameter. However, it should be noted 

that the values of H2/CO are all close to 2.7 and it 

can be concluded that these parameters have less 

impact on this ratio. 

 

Carbon conversion in percentage is plotted as a 

function of diameter and bayonets’ height in Fig. 4. 

The trend obtained was similar to that of cold gas 

efficiency. It was observed that the carbon 

conversion do not drop lower than 70% and can be 

as high as 90%. The Conversion of carbon in 

gasifier is showing optimum results by increase in 

the diameter of gasifier. 

 

4 CONCLUSION:  
The development of the gasifier environment is 

carried out by using Aspen Plus® process simulator. 

Coal, Dry Coal, Char and Ash are described using 

their proximate and ultimate analyses. In the gasifier, 

coal is de-moisturized, pyrolyzed and gasified to 

produce syngas. Part of the syngas stream is combusted 

in the furnace where hot flue gases are generated to 

provide the heat required for gasification reaction. 

Results were generated by using different geometric 

variations in diameter of the gasifier and height of 

bayonets. Cold gas efficiency, carbon conversion and 

H2/CO molar ratio were considered as the 

performance indexes.  

Results show that cold gas efficiency varies 

significantly as the diameter as well as height of the 

bayonets is altered, rising to about 50%. Values of 

H2/CO ratio obtained are approaching the 

conventionally desirable value of 3, but are all close 

to 2.7 and it can be concluded that these parameters 

have relatively less impact on this ratio. Carbon 

conversion is affected considerably as the diameter 

and height of the bayonets is changed, attaining a 

maximum of about 90%. Production of SOxs and 

NOxs are also avoided due to the reductive 

environment of gasifier. Hence the scheme proposed 

is viable and can provide solution to the energy crisis 

as well as environmental pollution.  
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